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ABSTRACT 

The sovereign credit rating is a key detenninant of the cost and availability of 
international financing for an economy. This paper models ratings as a function of 
expected repayment capacity, derives testable hypotheses, and conducts a statistical 
analysis based of the ratings awarded by Institutional lnvestor. The key findings are as 
follows: 1) Expected rating revisions should be positive for moderately low rated 
countries and negative for moderately high rated countries. 2) Rating revisions are 
serially correlated V{ith about one third of a country revision expected to carry-over from 
one semester to the next. This finding is confinned with ratings awarded by Moody's and 
Standard and Poor's. 3) There are regional factors in revisions with about 17 percent of 
the revision to a regional portfolio expected to carry-over to each country in the region 
next semester. 4) The serial correlation of revisions is the highest in Emerging and 
Eastern European countries and the lowest among OPEC members. 5) The 1980s were 
surprisingly bad years for low- and middle-income country creditworthiness, while the 
early 1990s were surprisingly good. 6) The East Asian crisis of 1997-98 was much less 
significant in tenns of its effect on global creditworthiness than the debt crisis of the early 
1980s. 
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l. Introduction 

It is well known that there is limited ability to enforce contracts subject to the regulatory 

authority of a foreign government. This is due to governments being sovereign in their 

territories and to having few assets beyond their borders that can be seized by foreign 

court order. Therefore, measures of host government sovereign risk contain critical 

information when contemplating international investment. This paper studies the 

statistical properties of the country credit ratings awarded by a pool of international 

bankers and published by Jnstitutional lnvestor. The most important finding is that 

changes in credit ratings are to sorne extent predictable from their own past. Similar serial 

correlation is found to be present in the credit rating revisions awarded by Standard and 

Poor's and Moody's. Five rating forecasting models are compared and show that surprise 

revisions tend to be much larger in less creditworthy countries. While the early 80s 

showed strings of negative credit blows in less developed countries; the early 90s seem to 

have been surprisingly good years there. By contrast, credit surprises are relatively 

minuscule in developed countries. 

The presence of serial correlation in credit revisions does not necessarily imply that 

ratings are informationally inefficient, because credit ratings forecast the probability of 

default during a fixed window that starts when the rating is issued. Therefore, two ratings 

given one year apart forecast the probability of different events. Serial correlation in 

revisions does imply that the standing rating is not necessarily the best forecast of the 

probability of future default for debt which matures beyond the credit rating window. 

This conclusion is interesting from severa! perspectives. Investors might care to know 

that given two long-term securities of equal rating, the one whose last revision was more 

favorable carries a smaller default risk. For regulators, it is important that such ratings are 

not statistically sufficient measures of default risk. In particular, they could be improved 

by accounting for the serial correlation. 

Previous researchers have used rating data to explain changes in asset prices. Kaminsky 

and Schmukler (1999) conducted a detailed study of what triggered the 20 largest one-
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day changes in nine Asían countries' stock markets from January 1997 until May 1998. 

They meticulously scanned the press on each day of jitters for news releases regarding 

the state of the local economy: revisions by credit rating agencies, agreements with the 

11\IIF and the international financia! community, monetary and fiscal policies, political 

news, etc. They used these data to explain stock retums on those days and found that 

credit rating revisions by international agencies had the largest impact of the eight event 

variables considered. On average, prices fall between 11 and 14 percent on days in which 

credit downgrades are announced! 

Starting in 1995, a senes of papers by Erb, Harvey and Viskanta (later jointly with 

Bekaert) used credit ratings to sort countries into portfolios of different mean rating and 

found that portfolios of stocks from low-rated countries outperforrned portfolios from 

high-rated countries from 1980 until 1993 .1 F erson and Harvey (1998) used ratings as an 

instrument for mispricing and for conditional risk exposure in a study of stock market 

returns of 20 developed countries. Cruces (2001) measures the relation between abnorrnal 

stock returns and surprise credit revisions in 39 countries from 1986 until 1999. Surprises 

of the magnitudes that are common in emerging markets produce equity retum responses 

larger than the unconditional expected retum. This paper complements Cruces (2001) by 

analyzing the credit rating data in more detail and substantiating the credit forecasting 

models used there. While previous researchers have analyzed the fundamental 

deterrninants of ratings, and others have used ratings to explain retums, little is known 

about the statistical properties of the ratings themselves. This paper intends to fil! the gap. 

A few stylized facts are apparent in the Institutional Investor ratings. The highest and 

lowest rated countries tend to have ratings that are relatively more stable than those of 

countries in the middle range. For instance, Table II.A shows that the typical country in 

North America and Western Europe has a rating of 81 points anda standard deviation of 

change in rating of O. 7 credit points per semester, just like the typical African country 

which, by contrast, has a rating of 23 credit points -the lowest of ali regions considered. 

1 The use of Jnstitutional Jnvestor country credit ratings in an asset pricing context dates back to at least 
Feder and Ross (1982). 
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On the other hand, countries with intermediate ratings have from two to three times the 

volatility of revisions of African and OECD economies.2 Table II.A also shows that 

mean rating revisions during five-year periods can be large in absolute magnitude and of 

changing signs --especially in middle income regions. For example, mean revisions were 

negative in all but the wealthiest three regions during the 1980s while they tended to be 

positive during the 1990s. If a series of positive adjustments in ratings is followed by a 

series of negative adjustments, are ratings reverting to sorne mean? If so, <loes this result 

mechanically from the fact that ratings are bounded by [O, l 00] or is this a consequence of 

the payoff structure of debt contracts? Another stylized fact is that rating revisions tend to 

be serially correlated in most countries with the possible exception of oil exporters (Table 

Vil). Can a rational expectations model accommodate these stylized facts? 

The paper makes the following contributions. First, it models the transition from capacity 

to repay to credit ratings and derives refutable propositions implied by the hypothesis that 

ratings are rational expectations forecasts. lt shows that ratings should exhibit volatility 

clustering and mean reversion, and could also display non-zero expected revisions and 

serially correlated revisions. Second, it provides a statistical description of credit ratings 

across time and countries using data for all the countries for which ratings are available 

during 21 years --the longest period and largest cross-section of any study to date. Third, 

it documents that sovereign credit revisions are sticky -and more so in sorne countries or 

regions than in others.3 Since survey data can be measured with error, the main findings 

are verified with sovereign ratings issued by credit rating agencies and striking 

similarities obtain. As a by-product, the analysis suggests a few propositions that can be 

tested on agencies' "under review" announcements and on bond prices. These are left for 

future research. 

Section 2 presents the model and section 3 describes the data, reviews the history of the 

rating industry and briefly discusses the literature on the fundamental determinants of 

1 Perhaps, the low variance of ratings in highly rated countries makes them uninfonnative about conditional 
aJpha or beta as in Ferson and HaIVey (1998). Out model rationaJizes why this volatility is low. 
3 Altrnan and Kao (1992) noticed that revision of US corporate bond ratings are also seriaJly correlated. 
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credit ratings. Section 4 presents the empirical results and section 5 analyzes surprise 

credit revisions under different forecasting rnodels. Section 6 concludes. 

2. A Model of Country Credit Ratings 

We study creditworthiness rather than default events for three reasons. First, only in the 

rnost extreme circumstances, do countries default in full with no possibility of future 

workout.4 More comrnonly, the expected collection by debt-holders upon default varies 

greatly across time and countries. So the fact that a country entered default rnay not 

convey precise information about the magnitude of the creditor's losses. Second, 

countries often default inforrnally, as reflected in a delay in payments of banking debt 

that may be difficult to document. Last, a given time series of default and non-default 

events is likely to be affected by a peso-like problem in that the series may not be long 

enough for the relative frequency of default in the sample to be an unbiased estimate of 

the ex-ante expectation. As a result, this paper focuses on credit ratings which explicitly 

measure ex-ante expectations. 

According to lnstitutionaf lnvestor 's (JI) ballot letter, "The best rating, 100, would 

represent the countries with the strongest debt service capacity and the least possibility of 

defaulting on their debt. A rating of O, the worst rating, would represent countries with 

the weakest debt service capacity and the greatest possibility of default. Please use the 

number O only to indicate a ranking" (lnstitutionaf lnvestor, 1999). This wording 

suggests that ratings are proportional to expected collection. 

Unfortunately, 11 is silent about the horizon for which creditworthiness is assessed. 

Perhaps, the horizon is country-specific and depends on the maturity of each bank' s 

clairns on each country. In that case, the 11 ratings and the horizon for which they are 

4 For instance, the only cow1tries that repudiated their debts since World War II are China (1949). Cuba 
(1961) and North Korea (1964) (Saunders, 2000, p.331). 
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valid are likely to vary across countries. However, the March 1987 survey presents two 

tables: one table gives short-term ratings (i.e. one year into the future) while the other 

gives ratings for a one- to five-year time frame. Since changes with respect to adjacent 

semesters are reported based on the latter table, we take the ratings as representing a 

medium term opinion. The practice of assigning ratings for a fixed interval in the future 

(as opposed to a period that extends into the indefinite future) is standard in the rating 

industry. For instance, credit agencies assign long-term ratings for an explicit five- to ten

year horizon (Mahoney, 2000 and Cavanaugh, 2000). Therefore, we propose to define a 

country credit rating for a J -period window conditional on t-information, 1 CCR1+i.i+J , as 

the average of the expected collections for each period in the window, 

(1) 
1 J 

tCCRt+l.t+J =-¿E,(Ct+j ) 
J 1-I 

From Capacity to Repay to Expected Collection 

The creditor's collection on a claim depends on the debtor's capacity to repay, which we 

postulate to be random. Assuming a statistical distribution of the latter, allows an easy 

solution for expected collection as a function of the moments of repayment capacity. 

Suppose that capacity to repay per dallar due at t is measured by a continuous random 

variable (1 + ~¡) with support on the real line. We may think of 1 + ~ as representing the 

product of ability to pay times willingness to pay. Ability to pay would be measured by 

the sum of net exports plus debt rollovers in the voluntary market normalized by the 

interest and amortizations coming due at t. Willingness to pay can be represented by an 

indicator function. When ~ ~ O, the debtor pays its obligations in full, and when 

-1 < ~ < O, there is partial default in that the debtor only pays 1 + ~ per dollar due. When 
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r/; ~ -1 , default is complete. Therefore, the collection per dollar lent , C1, is related to r/;, 

by, 

(2) 

if 

if 

if 

}:5}+r/;
1 

o :51 + r/;1 :51 

1+r/;1 ~o 

The collection of period L expected as of t-n is the probability of full payment plus the 

expected collection in case of default, 

- o 

(3) E,_Jcl) = f Ít-n (r/Jr) dr/;I + f (1 + r/Jr )11-n (r/J1) dr/Jr 
o -1 

where.fc.n is the density of r/;
1 

conditional on t-n information. For now we will assume that 

this density is symmetric and that it has two parameters. Figure I illustrates the various 

components of (3). Panel A shows different densities of r/;
1 

conditioned on tO, tl and t2 

information respectively.5 The bold sloped line is the locus of the conditional expectation 

of rj;. 

The first summand in (3) is the probability of full payment and is depicted in panel B . 

The horizontal axis represents E 1_ 1 (r/;1 ) and two curves are drawn for different values of 

Var(r/;1 ) . The variance will not affect the probability of full payment when Er-1 (r/;1 )=O. 

When E
1
_ 1 (r/;1 

)<O, the probability of full payment will be higher in countries with a 

higher variance because favorable realizations of rp will have more probability mass than 

if the variance were lower. When E1_ 1 (r/;1 )>O the variance impacts the probability of full 

payment negatively because then negative states are more likely. 

5 The densities could be conditioned on time (so they pertain to onc country over time) or they could be 
conditioned on countries (so they refer to different countries on the same date) or both. The following 
analysis pertains to time-conditioned distributions. 
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The last summand in (3) is the expected collection in case of default depicted in Panel C. 

This expectation is largest for debtors with E(rp)e (-1, O) than for debtors with much 

higher or much lower expected repayment capacity, since for the latter the density of rjJ is 

much lower in that range. For the same reason, expected collection in the (-1, O) range is 

larger for tighter distributions. However, for very large values of E(rp), a higher Var(rp) 

implies a higher expected collection in case of default than for tighter distributions, since 

each value of rjJ far from its mean will have more mass there. Similarly for very negative 

values of E(rp). 

Having given an intuitive discussion of expected collection, we now tum to an analytic 

solution. Equation (3) can be rearranged as, 

- o 

e 4) EH, (e() = J f_" (r/J/) dr/J( + J r/J( f_" (r/J() dr/J/ . 
-1 -1 

Sorne distributional assumption about rjJ needs to be made in order to solve (4) and also 

to conduct the simulation exercise in section 2.5 in which random draws of rjJ are 

generated. More generally, repayment capacity is the sum of net exports of numerous 

goods plus debt rollovers in the voluntary market normalized by the interest and 

amortization due within ayear (these obligations are conditionally constant). "In practica! 

terms, the Lindberg-Feller central limit theorem states that sums of random variables, 

regardless of their form, will tend to be normally distributed" (Greene, 1997, p.123). The 

shape of the logistic distribution is similar to the normal but the logistic density is more 

tractable. Therefore we propase to assume that rjJ follows a logistic distribution. 

The logistic distribution has a location parameter (the mean), and a scale parameter, j3, 

that is proportional to its variance. Assume that while the conditional mean can change 

over time, the conditional variance is fixed. In this case, from the logistic cdf, the first 

integral in (4) is 
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(5) 
~ 1 f Í1-n (r/Jc) dr/Jc = 1---1-+E-,_ • ...,...(;...,...,) , 

- l 1 +e P 

while the second integral is (see Appendix I), 

(6) 
( 

l+E,_.(;, ) ] 
0 1 l+e P f 9>, Ír-n (r/Jc) dr/Jc = -1 + l+E,_.(;,) + /J ln ~ . 
- l 1 + e P l +e P 

Adding (5) and (6), the expected collection becomes, 

(7) 

This is the key equation in this paper. It is interesting for it bridges the gap between 

expected repayment capacity of the debtor and expected collection by the creditor. The 

non-linearity results from the fact that the debtor will never pay more than what is owed 

and the creditor will never collect less than zero. Therefore, (7) is always positive, it 

asymptotes to zero for very large negative values of E,_n (<Pe) and it asymptotes to one for 

very large positive values of Ec-n (rp,). A crucial feature is that (7) is a non-linear function 

of Ec-n (r/J,) as opposed to the expectation at t-n of a non-linear function of r/J,. This 

results from the fact that in order to compute Ec-n (Ce) , we use a density in (3) that 

depends on E,_n (rp,) . Figure II shows the value of (7) for different combinations of 

mean and variance of repayment capacity. When there is no uncertainty about rjJ , E(C) 

is represented by payoff schedule (2) plotted as the solid line. As /3 increases, E(C) 

becomes smooth and piece-wise concave and convex. As /3 ➔ 00 , expected collection 

becomes flat at E(C) = 0.5. If credit ratings are proportional to E(C) --as we postulate 
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below-- then we can use (7) to derive statistical properties of ratings that can be tested on 

data. 

2.1. Volatility Clustering 

Naturally, expected collection increases in the conditional mean. Differentiating with 

respect to E 1_ 11 (rp1
) gives 

(8) 

E,_.(¡;,) 

e P 

E,_.(¡!,) 

l+e P 

This is the difference between two logistic cdfs with a slight change in variables. Both 

cdfs are evaluated at E1_JrpJ, but each is conditioned on a different mean. The first cdf 

corresponds to a random variable with mean -1 while the second one corresponds to a 

mean zero random variable. In both cases, the scale parameter is /J. With this, (8) 

becomes 

(9) 

Because the first cdf is centered to the left of the second one, while they are both 

evaluated at the same point, the partial effect is always positive. Figure 111.A plots the 

two cdfs in (9) and their difference for illustration. Differentiating (9) gives, 
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Figure III.B depicts the two densities in (10) and their difference. The first density peaks 

at -1 while the second ene peaks at zero. From symmetry, the difference is zero at 

Ei-n (</)1 ) = -½, and (9) has a maximum there. At this point, the two cdfs in (9) have 

parallel tangents which implies that the difference between them is largest. In other 

words, the effect of a change in expected capacity to repay has the largest impact on 

expected collection there (as shown in Figure III.A). This implies that countries which 

are expected to pay 50 cents on the dallar should have the highest volatility of expected 

collection, even if shocks to the underlying repayment capacity have the same variance 

across ali countries. If country credit ratings are a linear function of expected collection, 

they will inherit this relative volatility pattern. 

The fact that the second derivative will also asymptote to zero as J E(</)~ ➔ 00 has two 

implications. On the one hand, as IE(</))1 ➔ 00 , (9) will go to zero, so that expected 

collection is insensitive to changes in repayment capacity both when the borrower is very 

solvent and very insolvent. On the other hand, the fact that (7), has less curvature for 

extreme values of E(</)) has implications for the sign of revisions to expected collection 

as we shall see next. 

2.2. Mean Reversion 

The curvature of expected collection causes reversion of E(C) to E(C) = 0.5 for initial 

ratings that are moderately above and moderately below this level, but not for extreme 

ratings. This results from the (O, 1) bounds on the debt contract and from the fact that (7) 

is a non-linear function of expected repayment capacity as opposed to the expectation of 

a non-linear function of </) . This is in spite of shocks to E(</)) being symmetric and mean 

zero. A second order Taylor expansion of E1_n (C1 ) illustrates the point, 
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(11) 

The changing curvature of (7) causes asymmetric adjustments of expected collection 

through the second order term in (11). In the three regions where either E(<f;)=-½ or 

E(<j;) ➔ ±oo, expected collection is approximately linear, so the second order term 

vanishes and expected changes in expected collection are zero. However, the second 

summand will be negative in the range where (7) is concave and positive over the convex 

range.6 Therefore, for E(<j;) moderately greater than -½, the second summand will 

reduce the impact of positive shocks and magnify the effect of negative shocks so that the 

unconditional expectation of the revision is negative. Because (7) is convex for low 

E 1_J<j;1 ), the reverse will happen for countries that are expected to default fully. Taking 

unconditional expectations of (11), shows that expected revisions should be positive for 

relatively insolvent countries while they should be negative for relatively solvent 

countries. 

6 To the left of E,_n (<j;
1

) = -½, the first density in (10) is larger than the second one and the e:-..-pected 

collection is convex, while to the right of this point, the function is concave - in fact the concavity of 

E(C) peaks to the right of E(<j;) =O and the conve:dty peaks to the left of E(<j;) = -1. The thick line in 

Figure III.B shows the highly nonlinear shape of the curvature of expected collection. The analytic 

characterization of the points at which E( C) exhibits the most curvature is not straightforward. However, 

a simple geometric argwnent delivers the intuition. The line with symbols in Figure III.B plots (10) which 
is the difference between the sol id line and the dotted line in that graph for an aibitrary value of /J = ½ . 

Start from E(<j;)= - ½. As we move to the right along the E(<j;) axis, the density that is summing in (10) 

decreases and the one that is subtracting increases so that (10) becomes more negative (i.e. the concavity of 

expected collection rises). At E(<j;) =O, f x (x I EX = O) flattens out, so that to the right of that point 

both densities have negative slope. If there is a point of maximum distance betv,een the two densities it will 

be where they have parallel tangents. From the bell shape of the logistic, the slope of f x (x I EX = O) 
will go from zero to very negative and then become less negative as it asymptotes towards zero. In the 
interval in which the density that is subtracting goes from a zero slope to a very negative slope, there will 

be a point at which its slope will equal that of fx (x I EX= - 1). This will be the point ofmaximum 

concavity. As the variance of the distribution shrinks, both densities will be more peaked and the point of 

maximum concavity will move towards E(<j;)=O (similarly the point ofmaximum convexity will approach 

E(<j;) =-1 from the left as /3 ➔ O). 
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It is worthwhile to compare this proposition with the alternative that E(C) follows a first 

arder Markov process bounded by [O, 1]. In this case, the presence of the bounds causes 

mean reversion when E(C) is initially el ose to the bound. For example, if E(C) is 

arbitrarily clase to 1, it has nowhere to go but down. So the closer that E(C) is to the 

bound, the more important the mean reversion effect. Here we make no claim of mean 

reversion for extremely high and extremely low E(C). In fact, in such ranges (7) is 

approximately linear so that the second order term in (11) is negligible. In our model, the 

second arder term is important for moderately high and moderately low E(C), for which 

the bounded Markov process alternative <loes not necessarily imply mean reversion. 

2.3. Eff ect of Variance of Repayment Capacity on Expected Collection 

It is also of interest to analyze the effects of the variance of </J on the expected collection. 

Differentiating (7) with respect to /3 gives (see Appendix 1), 

(12) E1_)C1 )-Fx [E1_)</J1 ) 1 E(X) = -l]-E1_J</J1) ~i
1
~:i~:? 

A 
B 

When E
1
_,, (<fJ

1
) = -½, expected collection will be unaffected by /3 .7 The effect of the 

variance on expected collection can also be signed at two other points. When 

7 To see tlús, collect the tenns that have the same cdfs, replace from (7) and evaluate at E 1_,, (</J1) = -½ to 

get, 
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E
1
_,, (t/;

1
) = -1, a higher /3 increases the rating,8 while the opposite happens at E1_n (t/;1 ) = 

0.9 

These results are illustrated in Figure II, where for E(t/;1 ) < -½ a higher vanance 

increases the expected collection, while for E(t/;1 ) > -½ a higher variance reduces the 

expected collection for a given E(tPe ). The intuition is straightforward. When borrowers 

are expected to pay debts in full the variance can only hurt the creditor, because while 

borrowers will never pay any more than what is owed, they may pay less if events are 

adverse. The reverse happens when borrowers are expected to default in more than ene 

half of their obligations. 

From symmetry and the fact that both cdfs have the same scale pai-ameter, their swn equals 1. Also, 
expected collection equals ½ at this point Therefore, the effect of variance on expected collection is zero at 
that point. 
8 In this case, ( 12) reduces to, 

E,_. (¡11 )=-1 

= ~ { Ee_JCJ-Fx (-11 E(X) = o)} 

In this case the probability of ful! payment, which is one component of the e>..l)ected collection in (3) 

exactly offsets the probability thatX is less than -1 conditional on E(X) = O. This results from symmetry 

ofthe logistic distribution and from the fact that the scale parameter is the sa.me for t/; and for X. Toen (12) 

is positive because the other component of Ee-n (Ce) , the expected collection in case of default, is semi

positive. 
9 In this case, only A in (12) rema.ins. In this case the probability of full payment [which is one component 

of Ee-n (Ce )1 is½ and is exactly offset by Fx (- 1 I E(X) = - 1) [one component of 

Fx (O I E(X) = -1)1. Toe only remaining terrns are the expected collection in case of default [the second 

summand in (3)] and the probability thatXis between-1 and O. Having the same scale parameter, the 
densities are the same and (12) boils down to, 

which is negative since rj) is always negative in this range. More generally, the last tenn in B is always 

positive from (9). When the e>-.l)ected repayment capacity is negative, Bis positive. If E1_,, (t/;1 ) is 

sufficiently negative, A is also positive, and the effect of incremental variance on expected collection is 

positive. Conversely, when E
1
_n (tPe) is large and positive, A ➔ O and the variance impacts expccted 

collection negatively from B. 

13 



2.4. Non-Zero Expected Credit Revisions? 

Since this paper aims to characterize surprise credit revisions, it is natural to ask if 

expected revisions could be different from zero and how the correlation in innovations of 

capacity to repay passes-through to correlations in credit revisions. We now address these 

issues. 

To illustrate, setJ=2 in (1) so that a rating is an average ofthe expected collection during 

two periods into the future from the time that it is issued. As time passes, the window of 

time for which ratings are assessed also moves. Therefore, two consecutive credit ratings 

are not a forecast of the same event since they pertain to periods that only partially 

overlap. The partía/ overlapping is crucial because it implies that expected revisions can 

be non-zero even if raters produce rational expectations forecasts. The increase in credit 

rating observed from period O to period 1 would be, 

Assuming that credit rater' s expected collections are rational in the sense of Muth ( 1961) 

they satisfy the law of iterated expectations. Then, the credit revision expected as of time 

zero 1s, 

and from (7) this is, 
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(15) 

So if E0 (rA) > E0 (rp1 ), the credit rating of this country is expected to increase over time. 

If changes in capacity to repay are unpredictable, E0 (rp3 ) = E0 (rp1) = rp0 , the expected 

credit revision is zero and actual credit revisions should be unpredictable. However, if 

there are predictable changes in capacity to repay (for example, if a temporary adverse 

situation in period 1 is expected to go away by period 3), changes in credit ratings should 

be partly predictable. 

2.5. From Serial Correlation m Repayment Capacity Innovations to Serial 

Correlation in Credit Revisions 

Suppose that repayment capacity innovations follow an AR(l) process, 

with !PI< 1 and &1 ~ i.i.d. (ü,cr2 
). Suppose that repayment capacity has been constant for 

a while, and that call the time zero shock t:.rp0 . Then (15) can be written as, 

(17) 
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This confirms that if p = O, expected revisions should also be zero. It is of interest to 

study how would the presence of serial correlation in innovations to repayment capacity 

translate into correlation of credit revisions. The covariance conditional on t=O 

information of the revisions to take place at t= l and at t=2 is, 

(18) 

which from (16) is 
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Conditional on t=O information, the random variables in this expression are &1 and & 2 • 

The coefficient in a first order autoregression of credit revisions will result from dividing 

(19) by the variance ofthe first-period revision. The ultimate object of interest is actually 

more complicated than ( 19) since the rating window can be up to ten semesters long 
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(}=10). Given the difficulty in obtaining an analytical solution for this equation, we 

performed a simulation exercise. The results are presented in Table I and Figure IV. The 

result in each cell of Table I is the corresponding statistic over l 00 simulations of each 

situation. The parameters for each situation are the autocorrelation of capacity to pay 

innovations and the number of periods assumed to comprise the credit rating window. 

For each situation, three sequences of 1000 shocks (corresponding to the t=0, 1 and 2 

shocks) are generated from a logistic distribution with mean zero and ,8=0.01.10 Also, 

</J_1 is randomly chosen for each of the 1000 observations so that the starting expected 

collection per dollar due in the first period has a uniform distribution between 0.8 and 1. 11 

The autocorrelation of innovations in capacity to repay varies between 0.9 and -0.9 by 

increments of 0.15. Based on the specifi.ed parameters in each case, the credit rating at 

t=0, 1 and 2 are computed from (16), (7) and (1). The rating increase during the second 

period is then regressed on the increase during the first period, and the autocorrelation 

coefficient and its t-ratio are computed. The point slope estímate is saved to compute the 

mean estimated coefficient and the t-ratios greater than 1.95 in absolute value are saved 

to compute the number significantly different from zero in each situation.12 The r-squared 

of each regression is also saved to compute the mean r-squared. Three rating window 

widths are considered: two periods, six periods and ten periods. Since Institutional 

lnvestor ratings are published twice a year, a ten-period long horizon would correspond 

to five years, which seem a reasonable upper bound for the horizon of these ratings. 

The results show that the serial correlation of capacity to pay innovations (pM) are partly 

inherited by the serial correlation of credit revisions (p6ccR ) . If p 6 ,; = 0.75 the mean 

10 This value was chosen arbitrarily. Since it affects the scale ofboth the regressor and regressand, it should 
not affect the serial correlation parameter. 
11 These bounds are suggested by the fact that interest rates above five times LIBOR are rarely observed on 
intemational loans. If default risk is diversifiable, then the expected retum should be the same for a 
borrower who is expected to default and one who is not. Cal! p the expected collection, then 
p(l + Sr) = 1 + r , which for LIBOR at 6 percent implies p=0.82. As an approximation, we assumed that 

one-period expected collection for countries in the sample varíes uniformly between 0.8 and l. 
12 When the regressors are well behaved, the asymptotic nonnality of the t-ratios results from the Central 
Limit Theorem and not from the assumed distribution of the disturbances (Greene, 1997, p.277). Given that 
each sample has 1000 observations, the assumption of asymptotic normality does not seem crucial. 
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Póccn is 0.26 ifthe rating window is two-periods long, 0.16 if it is six-periods long and 

0.13 if it is 10-periods long. This larger dampening in proportion to the width of the 

credit rating window occurs for Pó; greater than 0.3 in absolute value. For the range of 

O< Pt,,; <1 there is a monotonically increasing relationship between Pt,,; and Póccn for a 

given window width. 

The columns that report the number of significant coefficients in each case agree with 

intuition. When Pó; = 0.9, ali the 100 estimated coefficients are positive when the 

window is two or six periods long and only 85 of them are positive and statistically 

significant when the window is 10 periods long. As p 61 approaches zero, the number 

significantly positive decreases for a given window width as expected. When p61 <O, 

p 6ccn is still significantly positive for a large fraction of observations. This happens 

because subsequent credit revisions take into account the predictability of the underlying 

process. However, p 6ccn is smaller when p
61 

is negative than when it is positive (for a 

given absolute value of p61 ). This could occur because when Pt,,; is negative, its 

powers will alternate in sign in (17) and expected revisions are smaller. 13 Last, the 

average r-squared statistics for each situation are in proportion to the number of 

coefficients significantly different from zero as is obvious in univariate regression. Based 

on these results it seems reasonable to conjecture that a p
61 

= 0.5 will be associated with 

a Pt:,,CcR = 0.1. Higher values of p61 can give values of P1:,,cCR from 0.2 to 0.35. 

In sum, the assumption that credit ratings are rational expectations forecasts does not 

imply that expected credit revisions should be zero. Instead the expected revisions will 

depend on the expected changes in the underlying capacity to pay. To the extent that 

changes in the latter are predictable, so should changes in the former. Moreover, the 

serial correlation in capacity to repay innovations partly passes through to the serial 
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correlation of credit revisions and lower absolute serial correlation in capacity to pay 

innovations should be associated with lower absolute correlation of credit revisions. 

These conclusions result from the fact that CCR measures creditworthiness during a 

window that moves as time passes. 

3. Data Sources, Summary of the Credit Rating Industry, and 

Fundamental Determinants ofRatings 

3.1. Credit Ratings from Institutional lnvestor and from Other Sources 

Most leading intemational banks have credit analysis teams whose job is to appraise the 

probability of default of the bank's borrowers. JI surveys 75 to 100 of these banks asking 

them to grade each country as a function of the perceived creditworthiness of each 

govemment. Banks are not permitted to rate their home countries. The individual 

responses are weighted by II giving more importance to responses from banks with 

greater worldwide exposure and more sophisticated country analysis systems. Only the 

weighted-average response for each country is reported and no information is given about 

either the identity of respondents or the weights used. 14 Bankers are surveyed during a 

two month window that ends about 45 days befare the actual publication of the ratings -

November-January for the March issue and during May-July for the September issue 

(Ferrer, 2000). 15 

There are also other sources of sovereign rating data. The foremost commercial 

providers are the credit rating agencies of which there are currently three: Moody's, 

13 
The simulation also shows a modest size distortion and positive bias when p t-.~ =O and the window 

width is beyond 6 periods. Analysis of the corrections for this bias in the sample autocorrelation coefficient 
(e.g. Bartlett's) are left for future research. 
14 

In late 1999, Jnstitutional Investor began adding mutual fund managers and independent econornists to its 
list of respondents. No infomiation is given regarding the weights assigned to these responses. 
15 

For example, while Russia defaulted on some of its government debt in núd-August 1998, its rating 
sequence was 31.2 (March 1998), 30.2 (September 1998) and 20.0 (March 1999). 
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Standard and Poor' s and Fitch. 16 Credit agencies more narrowly define the ratings' 

meaning: "A country or 'sovereign' credit rating is a forward looking measure of the 

ability and willingness of a country ' s central bank to make available foreign currency to 

service debt, including that of the central government itself. It follows that this rating is 

not directly an evaluation of the creditworthiness of the government, but rather it relates 

to the total foreign debt of the country, including both public and prívate sector 

borrowers" (Moody's, 1994, p.145). In general, sovereign ratings are not associated to a 

particular bond issue but provide a benchmark for all debts issued by agents domiciled in 

a gi ven country. 

Moody's and Standard and Poor's have each made over 400 long-term foreign currency 

sovereign rating decision announcements involving 111 and 81 countries (Moody's and 

S&P respectively) from January 1975 until June 2000. The agency ratings were obtained 

from S&P (2000) and from Mahoney (2000). These data have the virtue of revealing the 

announcement day and the identity of the agency making it. By contrast, they cover a 

smaller number of countries than 11 and they are unequally spaced over time (e.g. 

Standard and Poor' s made five announcements about South Korea between August 6 and 

December 22, 1997, while it took ten years to make the previous five announcements). 

While this paper focuses on the 1nstitutional 1nvestor ratings, sorne key properties are 

checked with those from Standard and Poor's and Moody's. 

There are three other major providers of ratings. Euromoney has been publishing ratings 

since 1979 but their criteria changed halfway through the sample. The International 

Country Risk Guide began awarding ratings in 1984 and The Economist Jntelligence Unit 

16 While these agencies ratea variety of issuers and securities, othcr agencies are more specialized: 
Thomson Bankwatch focuses on financial institutions (though it began rating sovereigns in 1994) while 
A.M. Bcst conccntratcs on insurancc companies. Other rating agencies in Japan and Canada focus on their 
home markets. The sovereign rating activity depends on the amount of bonds that governments issue. 
Wlúle bond financing was important until the great depression, a majority of net borrower countries 
reverted to loans from other goverrunents or from international organizations for several decades thereafter. 
In the 1970s, banks became active players in sovereign financing. After the debt crisis of the early 80s and 
the Brady plan in its aftennath, governments reverted back to bonds as their major financing source. 
Consequently the sovereign rating activity (which was important in the l 930s) only picked up in the late 
l 980s. For example, Moody's assigned 15 ratings in the period 1975-1985, 37 in l 986-1 990, 59 in I 991-
1995 and 290 in 1996-2000. 
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in 1989. The JI ratings have the advantage of covering more countries (93 in the first 

survey and 145 currently) than any other source and of providing observations for all 

countries covered at equally spaced intervals for almost 5000 observations. The countries 

currently surveyed comprise over 98 percent of the world GDP as recorded by World 

Bank (2000). All rating data ever published by JI are included in this study. 

3.2. The Credit Rating Industry 

The precursors of rating agencies were the mercantile credit agencies, which rated 

merchants' ability to pay their financia! obligations and were first established in the 

United States after the financia! crisis of 183 7. The expansion of the ratings business to 

securities ratings began in 1909 when John Moody started to rate U.S. railroad bonds 

(Cantor and Packer, 1994). After World War I Moody's started rating sovereigns 

(Mahoney, 2000). Poor's publishing company issued its first ratings in 1916, Standard 

Statistics Company in 1922, and the Fitch Publishing Company in 1924. The first two 

companies merged into Standard and Poor's in 1941 (Cantor and Packer, 1994). Fitch 

merged with IBCA (a British agency focused on financia! institutions) in 1997, and Fitch 

IBCA bought Duff and Phelps (which itself had entered the market in 1982) in 2000. 

The rating categories provide a ranking of the relative chance of default of the issuers 

(Cantor and Packer, 1994). Until recently, the sovereign rating established a ceiling for 

all debt issued by entities domiciled in the country. This principle was partly amended by 

S&P's decision to allow a number of corporations to surpass their govemment's ratings. 17 

The ceiling concept reflects the govemment' s wide range of powers and resources that 

render its credit standing superior to any other debtor in that nation. Rating agencies are 

repeated players in a market for default forecasts and therefore have an incentive to 

impound all available information and to internalize the long-term effects of their 

decisions. Regulators in the U.S. set limits on the amount of assets in each rating category 

17 Moody · s has bcen more reluctant to follow this path. Durbin and Ng ( 1999) find thal bond yiclds do not 
strictly reflect the sovereign ceiling. 
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that different financia! institutions may hold, and investors rely on them fer independent 

infermation on the quality of each issuer. Therefere, the grades reflect the borrowing cost 

of the issuer. 

S&P's and Moody's data list the long-term foreign currency rating for ali sovereigns 

rated since 1975. The data cover actual rating changes (e.g. from A+ to AA-), "outlook" 

statements (i.e. positive, stable, and negative), and announcements that a given sovereign 

has been put "under review for upgrade" or "under review fer downgrade" (Moody's) 

recorded on the day that they were made. 18 Following a long tradition in the literature 

(beginning with Horrigan, 1966, and continuing through Cantor and Packer, 1996), we 

assign numerical values to Moody 's and S&P's ratings making each credit notch 

equivalen! to one unit (starting with AAA = Aaa = 20, AA+= Aal = 19, etc.). Mahoney 

(2000) suggests that "under review" announcements contained more information than 

outlook statements, so "Outlook" announcements were given one-fourth of ene point and 

"under review" and "credit watch" announcements were given one-half of ene point. 

While this conversion is ad hoc, it merely extends the standard practice in the literature to 

a finer scale. 19 When the outlook or under review announcement was later reversed (for 

example, if a country went from "under review for upgrade" to "rating confirmed") then 

the half point that had been added was taken off. The Moody's (S&P) data has 209 (218) 

observations on 58 (48) countries which had two or more revisions since January 1, 1975 

until June 22, 2000 (June 7, 2000). The agency ratings will be used at the end of section 4 

when checking if the serial correlation of 11 credit revisions could be due to biases 

induced by the surveying and aggregation processes. 

18 S&P has a slightly different categorization of the latter -it states that a counuy has been put under credit 
watch (specifying whether it is positive, developing, or negative). This indicates an increase in uncertainty 
which raises the chances of a rating move in the indicated direction. Credit watch - developing, does not 
imply any direction for the possible revision. 
19 The sensitivity of default bond yield spreads to '·outlook" and "under review" announcements would 
provide an independent gauge of the market's assessment of these news relative to actual re-grades by one 
or more credit notches. The literature uses the one-rating-notch equals one-point conversion in spite of the 
strong evidence of the non-linearity of spreads as a function of ratings (see Cantor and Packer, 1996, Chart 
l ). Since we only use the agencies' data for one robustness check we follow the standard practice, though a 
more careful conversion should rely on market prices. 
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3.3. Fundamental Determinants of Country Credit Ratings 

Shapiro (1994) summarizes the factors that bankers surveyed by 11 reported to have used 

in formulating the country grades in 1994 and how they thought the same factors might 

have affected credit grades in 1979 when the survey started. 

PRIORITY GIVEN BY BANKERS IN EV ALUATING SOVEREIGN CREDIT 

RA TING TO SELECTED COUNTR Y ATTRIBUTES 

Countrics 
Variable OECD Emcr¡¡,ing Rcst ofWorld 

1994 1979 1994 1979 1994 1979 
• Dcbt Scrvicc 2 5 1 1 1 1 
- Political Outlook 5 3 2 3 2 2 
- Economic Outlook 1 1 3 2 3 4 
- Fi nancial Reserves and Curr. Acct. 3 2 4 4 4 3 
- Tradc Balance 7 4 5 5 5 5 
- Forcign Dircct Invcstmcnt 9 8 6 6 9 7 
- Fiscal Policy 4 9 7 9 6 6 
- Inflow of Portfolio Invcstmcnts 8 7 8 8 7 8 
- Accss to Capital Markcts 6 6 9 7 8 9 
Corrclation bctwccn columns 0.58 0.92 0.93 

Although there is sorne disparity in the importance of the different variables across time 

and type of countries their ranking seems stable --the cross-correlations being bounded by 

the correlation within each group of countries reported at the bottom of the table. 

Sorne ranking differences have straightforward economic interpretations. For instance, 

given their history of high inflation, most non-OECD countries are usually unable to 

borrow in their home currencies. Developed countries, however, usually borrow in their 

own currencies and have used surprise inflation as the means for de facto defaults (albeit 

relatively small ones). It is then natural that the order of Economic Outlook (which we 

interpret to mean prospects for inflation and output) and Debt Service is reversed 

between these two groups of countries.20 

20 The JI ratings are not necessarily limited to foreign currency denominated debt. 
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Sorne authors attempted to uncover the fundamental determinants of credit ratings. Feder 

and Uy (1984) and Lee (1993) use JI data, Ul-Haque, Kumar, Mark and Mathieson 

(1996) use JI, Euromoney and The Economist Intelligence Unit data, and Cantor and 

Packer (1996) use Moody's and S&P ratings as the dependent variable. 

A recent comprehensive study, Ul-Haque, Kumar, Mark and Mathieson (1996), analyzes 

the correlation of ratings with variables that are presumed to affect country risk according 

to the sovereign risk literature. Their sample consists of over 60 developing countries 

observed from 1980 until 1993. They regress the level of CCR on the lagged values of 

exports growth, current account balance, international reserves, GDP growth, inflation, 

terms of trade, US Treasury Bill retum, the lagged level of CCR, etc. They report three 

main findings. The most important domestic determinants of creditworthiness are the 

country's foreign reserves holdings, output growth and the current account balance in the 

year befare the rating was published. Second, a worsening of the international scenario 

diminishes credit ratings by a sizable amount above and beyond its effect on local 

fundamentals. Third, the lagged dependent variable enters significantly with a coefficient 

of about 0.94.21 

As reflected in the table above, the weights given by credit graders to the different factors 

probably vary as the score goes from zero to 1 OO. This would imply that a regression on 

fundamentals should have coefficients that are somehow conditioned on the ratings 

themselves. The simplest form of conditioning is to limit the analysis to a subset of 

countries in the same rating range and this is what various authors have done: Ul Raque 

et al. focus on countries with ratings in the 20-65 range while Lee (1993) studies the 

determinants of 40 less developed countries' creditworthiness. Moreover, Ul Raque et al. 

allow the effect of inflation and debt burden on ratings to vary depending on whether 

countries score low or high on each of these fundamentals. Our analysis below is 

unaffected by the varying importance attached to various fundamental determinants of 

21 The authors rana similar model using the first difference of CCR as the dependent variable. The broad 
results are similar to the levels specification but they do not use the lagged change in CCR as e;,,..-planatory 
variable. In the specifications below, using only the lagged credit revision on the right-hand side, we attain 
an even higher r-squared than they did in the first-difference specification. 
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creditworthiness since the only assumption is that bankers make the best use of whatever 

data is more informative about expected collection at each leve! of ratings. 

Ul-Haque et al. omit discussing the potential endogeneity bias in the regressions. This 

casts doubt on any causal interpretation of the coefficients on local variables- especially 

in light of their finding of high persistence in rating levels.22 Does a country enjoy a high 

CCR because its growth rate is high or is its growth high because its credit rating is good 

and externa! financing is forthcoming? This problem pervades the literature on the 

fundamental determinants of credit ratings. This paper avoids the potential endogeneity 

problem by focusing on the time series properties of revisions - a topic yet unexplored by 

the literature. 

4. Empirical Results 

4.1. Data Description 

The number of countries included in the 11 survey ranged from 90 in 1979 to 145 

currently.
23 

In order to summarize the data description, countries were grouped into 

portfolios based on geographical location and other special characteristics. The 

geographical portfolios partition the set of countries into eight mutually exclusive and 

exhaustive categories. Where notorious differences in economic characteristics of the 

countries within a continent are apparent, a further disagregation was carried out based on 

them. The geographical portfolios are: Africa, Middle East, Asia-Oceania-Low Income, 

Asia-Oceania-High Income, Latin America, Eastern Europe, Western Europe-Low 

22 
Moreover, Ul Haque et al. use the JI ratings published in Marchas the dependent variable. Toe survey for 

the March issue is actually conducted during November-December of the previous year, and therefore 
overlaps with the period during which the explanatoiy variables are measured. 
23 

Threc countries changed status during the period and in some cases the ratings of the predecessors were 
appended to those of their successors. The ratings for Russia were appended to those of the U.S.S.R. while 
the rating for East Gennany was discontinued in March 1991. Toe last rating for Czechoslovakia was 46.1 
in Scptember 1992, while the first rating for Czcch republic was 44.6 and that for Slovakia was 31 in 
March 1993. Czechoslovakia was appended to Czech republic while Slovakia started fresh in 1993. 
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Income and North America-Western Europe.24 A few countries were also clustered in 

three topical portfolios: those belonging to the Organization of Petroleum Exporting 

Countries (OPEC), the members of the Group of Seven industrialized nations (G7), and 

those frequently labeled as "Emerging" countries in the recent literature.25 The latter 

group is the same as the Emerging group in Cruces (2001) to facilitate comparison. 

The portfolio CCR is the expected collection averaged across the countries m the 

portfolio. Fer completeness, three different set of portfolio weights are used: equal 

weights, GDP weights and principal component weights. The GDP weights are 

proportional to 1998 purchasing power adjusted GDP as reported in World Bank (2000). 

This source omits 23 small countries fer which data are taken from Central Intelligence 

Agency (2000). The principal componen! weights (subsequently PC weights) are 

proportional to the first eigenvector of the covariance matrix of the change in credit rating 

of the countries in the portfelio. This will give more weight to countries that have highest 

covariance with the other countries in the portfolio (Johnson and Wichem, 1982), so the 

portfolio statistics will be a measure of the non-diversifiable credit movements within the 

countries in a portfolio.26 Appendix II lists the members of each portfolio and the 1998 

GDP and the principal component weights. 

Fig. V shows the credit rating levels fer each portfolio (V.A uses equal weights, V.Buses 

GDP and V.C uses PC). The big picture is that 1980s were difficult years fer world 

creditworthiness while credit confidence was rebuilt during the 1990s. Moreover, the 

portfelio aggregation does a reasonable job of segmenting countries into leagues of 

different credit quality. While North America-Western Europe and Asia Oceania-High 

Income never dipped below 72 credit points (85 fer G7), nene of the other seven 

24 Westem Europe-Low Income includcs only Portugal. Greece and Turkey, which are ali members of thc 
Emerging portfolio. It seemed inconvenient for analytical purposes to cluster these countries with the richer 
nations of North America and Western Europe. 
25 The latter is a set of 20 1niddle and lower income countries for which the longest series of stock market 
data are available from the Emerging Markets Data Base of the World Bank. They have recently been 
studied in Harvey, 1995, Bekaert and Harvey, 1995, etc. 
26 Only countries with full time series are used in the PC portfolios. Kuwait, Iran, Iraq and Lebanon 
underwent war or interna! strife during the period that did not seem representative of the rest of the 
countries in the respective portfolios, so they were excluded from the principal component portfolios. Ali 
countries are included in the equally weighted and ali those with GDP data on the GDP-weights portfolios. 
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portfolios ever surpassed 61 credit points. The segmentation is even more striking when 

using GDP weights and about the same using PC weights. The fact that the first sample 

point occurred during the oil crisis of 1979, helps understand the secular slide of OPEC 

ratings, with humps around events (such as the Iraq-Kuwait war) which temporarily 

increased the price of oil. The Emerging country portfolio seems to have suffered much 

more from the debt crisis of the early 1980s than from the East Asían crisis of 1997-98. 

The PC weights downscale the latter and highlight the former in the Emerging portfolio. 

Table II summarizes the distribution of credit rating levels and their changes for the 

complete sample and for five-year sub-periods for the ten portfolios. The third line of the 

table reports how many mean CCR points <loes each portfolio obtain for one standard 

deviation of CCR. This measures how volatile is the mean rating of the countries in a 

portfolio as time passes. It ranges from a high of about 40-50 for the G7 to a low of about 

3.7 for Eastem Europe and Latín America. Not only is the probability of getting your 

money back lower in middle and lower income countries, but the change over time in this 

probability is much higher. 

The middle panel of Table II reveals that the mean credit change from 1979 until 2000 

was negative in most countries, with the richer countries having had the less serious 

blows. The volatility of changes in CCR shows a hump around ratings in the middle 

range of the scale. This agrees with the shape of equation (9) and Fig. III.A and will be 

tested more formally below. The bottom panel of Table II shows the mean change in 

credit rating. The statistics are reported by five-year sub-periods and show that while the 

mean 21-year revisions may have been negative, their distribution was quite 

heterogeneous over time. For example, Latín America's credit rating fell by over 2 points 

per semester from 1980 until 1985. Using the March 2000 survey results, this is like 

going from the expected collection of Israel to that of Sri Lanka overa five-year period. 

By contrast, the 1990s were much better years for the creditworthiness of low and middle 

income countries as can be seen by noting that most of the positive signs of mean 

proportional credit changes occurred during the 1990s. 
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The breakdown by five-year periods provides additional evidence on the higher volatility 

of ratings in middle-rating countries. Mean proportional credit revisions never surpassed 

0.85 points (egua! weights) in Asia-Oceania-High Income, North America-Western 

Europe and Africa. In the rest of the world however, credit revisions are much more 

sizable. This is confirmed by Figure VI, which depicts the credit revisions by portfolio 

for each semester in the sample. This figure also shows a clase association between U.S. 

recessions (early 1980s and early 1990s) and the credit ratings of North America-Westem 

Europe and the G7. 

Table III reports the correlation coefficients between the change in ratings of each 

portfolio. With a few exceptions, the correlation coefficients are all positive with the 

lowest estimate at 0.14.27 The positive correlation of G7 with most portfolios reflects that 

when output and inflation deteriorate in the leading countries, the rest of the world can 

expect a worsening of their terms of credit. This is consistent with the evidence in Ul

Haque et al. ( 1996) that world conditions affect small country ratings above and beyond 

their effect on local conditions. It also agrees with the argument in Calvo, Leiderman, and 

Reinhart (1993) and Bekaert, Harvey and Lumsdaine (1999) that capital flows to less 

developed countries increase when the interest rate falls in the U.S. The correlation 

coefficients suggest that the countries in Eastern Europe and Latín America are the most 

likely to suffer, should there be a credit crunch in North America-Western Europe. The 

lowest correlation of G7 is with OPEC showing the conflict of interest between them 

around the price of oil.28 We now test a few refutable propositions arising from the model 

in section 2. 

27 The few negative correlations arise in the PC-weighed portfolios between Western Europe Low Income 
and most other portfolios and between Asia-Low Income and G7 and North America-Western Europe. 
Western Europe-Low Income comprises Greece, Portugal and Turkey and the covariance matrix is 
dominated by the latter. Greece and Portugal each have a GDP of about one tlúrd of that of Turkey. 
Further, Turkey experienced a severe debt crises in 1978, with default and recovery leading that of many 
othcr countries. 
28 Testing for Granger causality of credit revisions across regional or special characteristic portfolios is an 
interesting research avenue. This work should connect to the extensive literature on international 
transmission of business cycles and financial crises. In a V AR the arrangement of the subjects results from 
assumptions about whether shocks to one subject have contemporaneous effects on the others or not. With 
eight regional portfolios and no obvious priors on the right arrangement, there are 8! = 40,320 possible 
orderings so this extends beyond the scope of tlús paper. This research may shed light on the international 
spillover of crises using survey forecast data. 
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4.2. Tests of Refutable Propositions 

Proposition: Absolute changes in CCR should describe a bell shape centered around the 

point where expected collection is 50 cents per dollar due [ equation (9) and Fig. 111.A]. 

In order to test this, we regressed the absolute change in CCR on a set of 20 dummies 

related to the lagged leve! of CCR, 

(20) 

19 

l~ccR:I = LªJ 1)ccR:_1 )+e: 
J-0 

1 j (ccR:_
1 
)= {1

0 
if s¡ 5, ccR:_1 < s(J + 1) 
otherwise 

i = l, ... ,N; t = ti,···,T, 

The model is estimated by generalized least squares. We use the same error structure and 

estimation technique for all regressions below unless otherwise noted. The error for each 

country is assumed to be decomposed in a regional component and an idiosyncratic 

country-specific part, 

(21) 

where u; ~ iid (O, o-;) affects ali countries m reg1on s to which i belongs, and 

v: ~ iid (O, o-2
) is a country specific shock. This allows contemporaneous correlation of 

the errors within a region and different variances across the regions.29 The regions 

correspond to the eight geographícal portfolios presented in the previous section. The 

panel is unbalanced because over the years, JI added about 50 countries to the 90 reported 

29 
I assume zero correlation across regions. There would be 36 distinct parameters in the error covariance 

matrix if we allowed for cross-regional correlation. 
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in the original survey. Estimation is based on the 137 countries that had two or more 

revisions during the sample period, fer a total of 4674 observations. 

The coefficient on each dummy closely approximates the mean absolute rating change fer 

countries with starting CCR in the respective range. Figure VII.A shows the estimated 

coefficient on each dummy together with a 90 percent confidence interval while the 

actual estimates are reported in Table IV. The highest absolute revisions occur fer base 

ratings between 35 and 40 credit points, with those countries typically experiencing a 

credit revision of 1.6 credit points per semester. A country in the 15-20 and 70-75 range 

typically experiences a revision of about one credit point per semester, while countries in 

the 0-5 and 95-100 range have mean absolute revisions of about ene half a credit point 

per semester. This behavior closely resembles that predicted by equation (9) and Fig. 

III.A. 

Proposition: Mean credit revisions should be zero when expected repayment capacity is 

either very high or very low and when countries are expected to pay 50 cents per dollar 

due. Fer countries with expected collections moderately above (below) this threshold 

expected revisions should be negative (positive) [equation (11) and Fig. III.B]. 

Given the strong evidence of serial correlation in credit revisions to be discussed below, 

we use an autoregressive term to proxy fer the expected revision and let intercept 

dummies capture the effects of shocks to E(</J) in (11).30 The estimating model was, 

9 

.ó.CCR: ==_La J f J (ccR:_1 )+ p t.CcR:_1 + e; 
1~0 

(22) l (ccR:_J= {l if 10~ ~ ccR:_, < lO(J + 1) 
; O otherw1se 

i == 1, ... , N; t == t, , ... , T, 

30 We show below that the presence of mean reversion for moderate ranges is robust to more sophisticated 
models of the e>..l)ected revision ( e.g. Table VIII). 
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The results are reported in Table V and Figure VII.B. For ratings in the 0-30 range, future 

ratings are expected to rise by about 0.17 credit points per semester regardless of the 

magnitude of the last revision. For ratings in the 30-60 range, the lagged CCR level 

contains no inforrnation about subsequent adjustments. For ratings in the 60-70 and 90-

100 range, future ratings are expected to fall by about 0.24 credit points per semester. 

This pattern generally agrees with the model's prediction, with sorne qualifícations and 

one exception. 

First, the model predicts that for extreme (positive or negative) repayment capacities, we 

should observe no effect of lagged CCR on future adjustments. In the data, lagged CCR 

decile dummies are significant for ratings from the beginning of the CCR scale until 30 

credit points. This could be due to the fact that countries surveyed líe in a truncated 

region of expected repayment capacity shown in Fig. Ill.A ( e.g. only countries with 

E(<j;) ~ - 1 make it into the survey). If this were the case and a rating near zero implies 

that E(<j;)"'" -1, then the significance of lagged CCR in explaining future revisions for 

low CCR levels is consistent with the model. 

Second, the asymmetry in the 90-100 and the lack thereof in the 70-90 range differs from 

the predicted behavior. We could surrnise that ratings above 70 (which roughly 

correspond to a Standard and Poor's rating of AA or better) are associated with such a 

high repayment capacity that there should be no asymmetric effect in this region (see Fig. 

III.B). But if this is the case, it remains to be explained why the coefficient on the 90-100 

dummy is again negative and significant. This finding stands in contrast with the model's 

prediction. 

Third, the model predicts that the point about which the asymmetric adjustment should 

change signs and the point about which one should observe the largest absolute changes 

of CCR is when the country is expected to pay 50 cents per dollar due. While we have 

found in the data a pattern that is similar to that predicted by the model for ratings in the 

high 30s, it is not obvious that a credit rating in this range is associated with an expected 

collection of 50 cents on the dollar. While such JI ratings roughly correspond to the junk 
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bond categories of ratings assigned by credit agencies, (in the range of B- to BBB-), it is 

unclear that an investor in such securities only expects the issuer to pay half of its 

obligations. 

Proposition: The serial correlation of credit rev1s1ons should be proportional to the 

absolute value of the serial correlation in underlying repayment capacity. 

Given that expected repayment capacity is unobserved, testing this proposition 1s not 

straightforward.31 We first study the serial correlation of credit revisions for the whole 

sample, for subperiods and for subsets of countries. We then discuss the limitations on 

actual tests of this proposition and present the results of one test. 

4.3. Are the Signs of Institutional lnvestor Revisions Sticky? 

Table VI.A reports the observed relative frequency distribution of one semester's revision 

sign conditional on the sign of the previous semester revision. In the sample period, 66 

percent of credit upgrades were followed by another upgrade while 61 percent of 

downgrades were followed by another downgrade. Similar pattems are present when the 

sample is broken by sub-periods. While the top-left and bottom-right comers in each 

panel provide measures of persistence in revisions, the other two comers provide 

preliminary indication of changing credit situations. For example, during 1980-1985, 44 

percent of the positive revisions were followed by negative revisions, while only 23 

percent of negative revisions were followed by positive revisions, for a tendency towards 

deterioration. The reverse happened during the nineties. This is consistent with the 

evidence in Figure VI that ratings bottomed out near the late eighties. 

31 The same caveat e>..1ends to testing the differential effect of the variance of repayment capacity on 
expected collection for low and high levels of expected collection analyzed in Section 2.3. 
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If we ignore the absolute magnitude of revisions and categorize them as either upgrades 

or downgrades, a credit revision is a random variable from a Bernoulli distribution with 

parameter p and the sum of N independent revisions follows a Binomial(N, p). We can 

use this distribution to test for the null hypothesis that the probability of a second change, 

given a first is 0.5 in either direction as in Altman and Kao (1992, see ft.9). The last 

column of Table VI.A reports the p-value of such tests, conducted separately for positive 

and for negative current revisions. For the whole sample period, there is overwhelming 

statistical evidence against the null. When the sample is broken by five-year periods, a 

similar result obtains in five out of eight cases. The important exceptions are during the 

1990s, when negative revisions were about equally likely to be followed by revisions of 

either sign. This preliminary indication of serial correlation in revisions agrees with the 

finding of Altman and Kao (1992) who studied U.S. corporate bond ratings drift. 

4.4. Autocorrelation in Institutional lnvestor Credit Revisions 

Section 2 showed that under rational expectations, the difference between expected 

collection during non-overlapping periods generates non-zero expected credit revisions 

and serial correlation. The autocorrelation of innovations in repayment capacity may have 

commonalties across countries with similar characteristics (e.g. if a given good is a 

significant component of the foreign trade of a group of countries) or over certain time 

periods ( e.g. if the whole world underwent periods of high uncertainty followed by 

periods of more predictable behavior). We now analyze the serial correlation in revisions 

where the autoregressive coefficient is conditioned on various characteristics that may be 

common across subsets of countries or time periods. Box-Jenkins analysis suggests that 

credit revisions may be well described by an AR(l) or AR(2) process. The general 

estimating equation is, 
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f1CCR: =a;+ p1 f1CCR:_1 + A f1CCR:_2 + 2,JJIDi•ib.CCR:_1 +e:, 
(23) i 

i = l, .. ,N,t = t;, .. . ,T¡ 

where f1CCR: = CCR; - CCR:_1 • The dummy Di.J is ene when country i at time t-1 

shares the characteristic of group j being analyzed. The coefficient on each dummy 

modifies the general slope (p1 ) fer the group under consideration. 

The literature on estimation of dynamic panels finds sizable biases in the autoregressive 

coefficient when T is small (2 or 3) and Nis large which is typical in many labor panels 

(Hsiao, 1986). Here T=40 fer at least 90 countries in the sample. As noted by Hsiao 

(p. 75-7) the model with country-specific intercepts will underestimate the true 

autoregressive coefficient when p > O while the model without them will overestimate 

it. We present the biased-down results in Table VII.A and the biased-up results in Table 

Vll.B. The minor differences between them suggest that there would be modest gains 

from correcting this bias (e.g. as in Kiviet, 1995). 

We shall report results in pairs, the first ene from Table VII.A and the second ene from 

VII.B. In the most basic specification (column 1), between 37 and 42 percent of ene 

semester's revision is expected to carry over to the next ene. When a second lag is 

added, an extra 9- 11 percent independently carries over fer two semesters. If a country 

has undergone a string of positive revisions, then future revisions are also expected to be 

positive, suggesting that the expected collection during any five-year window is expected 

to diminish as the starting date of that window moves further into the future. If a country 

has undergone a series of negative revisions, then expected collection is expected to be 

shrink as time passes. 

Conditional on the model in section 2, this finding indicates that there are important serial 

correlations in innovations to repayment capacity. The absolute magnitude of the first 

order serial correlation, on the order of 39, percent should be compared with the 

simulation results in Table I. This suggests that either the credit rating window is two 
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semesters long and P 1:;; ::: 0.9 or that our model only partly explains the serial correlation 

of revisions found in the data. 

Figure VI suggests that, perhaps, there is asymmetry in the correlation of credit revisions 

with sharp downward adjustments in times of crises followed by prolonged periods of 

slow recoveries. This is tested by computing the coefficient on a dummy that turns on 

when the lagged revision for a country is negative. This dummy multiplies the lagged 

change in rating so that the coefficient on the product of the two variables indicates how 

different is the autocorrelation following a negative revision from that following an up 

revision. lf downward adjustments are indeed more brisk than upward ones, then serial 

correlation should be closer to zero following downward revisions. The point estímate is 

- 0.01 (insignificant) in the model with country-specific intercepts and -0.06 (marginally 

significant) in the model without intercept. Overall, there seems to be modest evidence of 

asymmetric correlation in adjustments. 

A few outliers that took place during a sub-period characterized by a string of highly 

correlated revisions could affect the serial correlation estímate. The next regression 

checks whether serial _correlation is specific to any one five-year sub-period during the 

sample -using 1996-2000 as benchmark. No sub-period dummy is statistically significant 

indicating that serial correlation was a generalized phenomenon during the sample. The 

negative point estímate for 1991-95 reinforces the evidence in Table VI that this was a 

tuming point in global creditworthiness. 

The next set of dummies addresses whether any of the regional portfolios have different 

serial correlation than North America-Westem Europe. The regional dummy equals 1 

when the observation for a lagged revision corresponds to a country in the geographical 

portfolio being analyzed. Again, the coefficient on the dummy indicates how different is 

the serial correlation of countries in that portfolio from those in the control group. The 

big picture from column (5) is that the highest- and lowest-income countries have the 

same serial correlation while middle-income countries differ. 
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The Middle Eastem countries stand out as having a much lower correlation coefficient 

than the rest of the world. Only about 12-16 percent of one semester revision carries over 

to the next -a similar point estímate than for the OPEC countries in the next column.32 

The finding that credit revisions are less predictable in countries where oil is an important 

component of net exports suggests that, perhaps, innovations in repayment capacity are 

less serially correlated in those countries than in others. We check below whether this is 

the case using a proxy variable for repayment capacity. 

The other regions where serial correlation is significantly different than North America

Western Europe are Latín America and Eastern Europe and, to a lesser extent, Western 

Europe-Low Income. Although not statistically significant, Asia-Oceania-Low Income 

also has a positive point estímate. While expected collection is quite volatile in these 

countries (bottom panel of Table II) our model suggests that the innovations to repayment 

capacity must be more serially correlated in these countries than in the rest of the world. 

These two findings are consistent with these countries having implemented significant 

structural reforms during the sample period, which made the future look quite different 

from the present in a rather predictable way. The same argument extends to the positive 

slope coefficient on the Emerging portfolio slope dummy in column (7). Finally, the G7 

portfolio' s slope dummy does not carry a statistically significant coefficient. 

Given the importance of regional factors mentioned above and the prolific recent 

literature on contagian ( e.g. Calvo, 1999), it is of interest to test if the lagged change in 

the regional rating helps explain the current credit revision in a country. The lagged 

revision being added is that corresponding to the GDP-weighted regional portfolio of 

which each country is a member. Accordingly, (23) is expanded as, 

(24) 

s 

32 A large fraction of Middle Eastem countries are oil exporters even if they are not one of the twelve 
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where t:J.CCR:_~WE is the lagged change in rating for the North America-Westem Europe 

portfolio and t:J.CCR/_1 is the lagged revision in regional portfolio s. The dummy Di.s is 

ene when the country is a member of regional portfolio s. 

The results reported in column (9) indicate that about thirty percent of a regional portfolio 

revision is expected to spill to each member country next semester. It is interesting that 

the country own AR coefficient in this specification (between 0.36 and 0.41) is quite 

similar to what it was in the previous models, indicating that the country's own lagged 

revision is not subsumed by that at the regional leve!. Since the regional portfolio uses 

GDP weights, whatever happens to the big countries in each region today is likely to drip 

over to the smaller countries as time passes. The oil pattem discussed above is again 

apparent with the lagged regional information. If the country is in the Middle East, the 

lagged regional revision contains no information for predicting individual country 

revisions.33 Likewise if it is in Western Europe-Low Income. 

Since ene of the aims of this paper is to document the surprise credit revisions used in 

Cruces (2001) we next combine ali the variables that the theoretical and statistical 

analysis suggested. This includes the 'mean reversion' of credit ratings documented in 

Table V, which indicated that countries with base ratings in the 0-30 range should see 

their ratings ri se and countries in the 60-70 and 90-100 should see their ratings fall over 

time, regardless of their lagged revisions. Note that the dummies for CCR leve! affect the 

intercept of the regression [as in (22)] instead of affecting any of the serial correlation 

slopes. Given the small size of the dynamic panel bias and the concem fer not overfitting 

the data, we focus on regressions that exclude the intercept. 

Table VIII presents the results. The first column uncovers a few collinearities. The 

Middle East country slope dummy knocks out the OPEC and the Middle East lagged 

regional effects. Likewise, the Emerging country dummy cuts the significance of the 

OPEC members. 
33 These last two results were tested in an independent unreported regression. 
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Latín America country dummies and Western Europe-Low Income country and regional 

effects. 

The regression in column (2) drops ali insignificant variables in (1 ).34 In summary, about 

33 percent of one country's credit revision is expected to carry over to the next semester 

and about 9 percent of it independently carries over for two semesters. If the country is in 

the Middle East, the serial correlation coefficient drops by one half. There are important 

regional effects with about 17 percent of a regional revision expected to drip to the 

individual countries six months later. If the country is in Eastern Europe or one of the 20 

Emerging markets, then the country serial correlation is higher by between 10 and 20 

percent. This finding is consistent with these countries having undergone major structural 

reforms during the sample period, which make the future look quite different from the 

present in a partially predictable way. 

Dummies representing the lagged level of CCR are still significan! with countries in the 

0-30 range expected to increase their rating by about one-fifth of a credit point regardless 

of their lagged revision. Conversely, countries with base ratings in the 60-70 range are 

expected to fall by a similar amount. We noted above that the finding that countries in the 

90-100 range were also expected to drop their ratings was inconsistent with our model in 

that the curvature of expected collection should not be so important in that range. The p

value on the coefficient on this dummy is 0.08, so its reduced statistical significance 

speaks in favor of the model in section 2. 

It is noteworthy that in spite of being parsimonious, the adjusted r-squared statistic that 

would be obtained estimating this model by OLS is 0.30. This is higher than the 0.22 

obtained by Ul-Haque et al. (1996) who use from 12 to 16 explanatory variables based on 

34 The negative revision and the Western Europe-Low lncome portfolio dwnrnies were dropped in the 
regression in column (2) because in addition to being borderline significant in column (l) they were also 
insignificant in the (unreported) regression that allows for country-specific intercepts. 
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country specific fundamentals but exclude the lagged change in ratings (see their Table 

6.b)_3s 

Interpretation 

The basic findings from the study of serial correlation are that Eastern European and 

Emerging countries have higher serial correlation of revisions while oil exporting and 

Middle-Eastern countries have lower serial correlation than most other countries in the 

world. In section 2, we showed that the serial correlation in repayment capacity is partly 

inherited by serial correlation of credit revisions. Ideally, we would like to have an 

indicator for expected repayment capacity and test if its changes are more highly serially 

correlated in Emerging and East European countries than they are in the Middle East. 

Given that expected repayment capacity is unobserved such test is not straightforward. 

We could use the fitted values from studies that sought to uncover the fundamental 

determinants of credit ratings as proxy for t/J in order to test the null that high values of 

p 1::,.ccR are associated with high values of p 1::,. ; . To the extent that students of the 

fundamental determinants of ratings select covariates that are correlated with the ratings, 

the test could be biased towards finding a correspondence, so accepting the null would 

not be very convincing.36 However, if we found that p 1::,.; is no different between oil and 

non-oi l countries, that would be significant evidence against our maintained hypothesis.37 

We used the ratio of exports to interest and dividend payments in a given year as a proxy 

35 ll should be strcsscd üwt thcir goal is not to prcdict -or cvcn cxplain- thc clwngcs in CCR but rathcr to 
study the determinants of its leve/. They prcscnt thcir first-differcncc specification in an unpublishcd 
appcndix. Thc cmphasis hcre is diffcrcnt. The point howcvcr is Ülat laggcd revisions go a long way in 
ex-plaining currcnt revisions. 
36 Aftcr ali. thc fittcd CCR values rcsult from a model that intcnds to minuc CCR as bcst as possible. In thc 

limiting case wherc such rcgrcssions gavc a pcrfcct fit, thc corrcspondcncc bctwcen p M and p 1::,.ccR 

would also be perfcct. Thc fact tilat the fundamental covariatcs are not sclccted in regards to cach country 
partly nutigatcs this argumcnt. 
37 Wc are in the proccss of obtaining thc fittcd valucs of 1:>,CCR in Ul-Haque, Kumar, Mark and 
Mathicson ( 1996) from Nclson Mark. 
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variable for repayment capacity in order to test this correspondence hypothesis, but the 

results are not conclusive.38 

Given these limitations, we give a heuristic justification for the relative serial correlation 

pattem assuming that countries are always willing to repay so that only expected 

repayment capacity (as opposed to willingness) affects credit ratings. Emerging and East 

European countries implemented significant structural reforrns during the sample period. 

Many of these reforrns resulted in the installation in those countries of export-oriented 

projects that will gradually mature over time and thereby slowly enhance their repayment 

capacity ( e.g. tree plantations). This will cause credit revisions to be highly serially 

correlated. If, on the other hand, the export structure of OPEC countries did not change as 

drastically over the sample period and if changes in their ratings mainly reflect variations 

in the price of oil (a storable commodity), it is conceivable that these be less serially 

correlated than the increase in export quantities of the first group of countries. 

38 
On the one hand, only one of the rune oil countries considered has a significant coefficient at the 1 O 

percent level, and the only Middle Eastern countries with sigruficant coefficients are not oil exporters 
(Syria -0.44 and Israel +o.43). On the other hand, only three of the 14 Eastem European and five of the 19 
Emerging Countries have a significant coefficient. In swn, it is not obvious that the serial correlation in 
revisions results from the serial correlation of the exports over interest and dividend payments ratio. We did 
the same analysis using data by semesters but this gave rise to two problems: Toe number of countries with · 
data fell from 127 to 76 anda strong seasonal pattern was apparent (which likely results from the seasonal 

pattern in agricultura! exports). For example, p 6.if> for India was --0.6 (p value=0) using semester data 

while it was +0.44 (p value=0.03) on a yearly basis. While the results were equally inconclusive, the yearly 
figure seemed a more precise measure of actual changes in repayment capacity. The data for this test are 
taken from the balance of payments figures published by the International Financia! Statistics of the IMF. 
Exports include both goods and services. The data for interest payments are presented in the Income-Debit 
line bundled with dividends accrued to non-residents from direct and portfolio invesunent. Unfortunately. 
lhese data do not include a separate line for debt amortizations but instead these are bunched wilh new debt 
placements under Portfolio Investments - Liabilities. So if this line reads I 00 during a given year, wc do 
not know if the increase in liabilities resulted from paying 100 due of amortization and issuing 200 of new 
debt, or if there was no amortization and 100 new debt were placed). Given these constraints, we proxied 
repayment capacity by taking the ratio of yearly ex-ports to yearly Income-debit. While these data are 
disseminated by the IMF, they are compiled by each country, which raises a concern over the possible use 
of different measurement techruques across countries. For this reason we did not carry out panel tests as 
those in equation (23) in which the ratings to different countries are assigned by the same group of bankers. 
We computed the first order serial correlation of changes in this pro>..)' for repayment capacity on a count¡y 
by country basis. 
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4.5. Robustness checks 

Survey-lnduced Biases 

Can the averaging of individual opinions in the JI survey importantly bias our findings? 

For example, if sorne bankers update their priors about a country based on the gap 

between the increase they gave to that country last time and the increase that other 

bankers awarded to it then, this may induce serial correlation in revisions. Also, could the 

veil on the identity of respondents and their answers induce strategic behavior in filling 

the survey? For instance, sorne bankers may hike countries in which they are heavily 

exposed so that the published rating will be high and other bankers will lend to it 

allowing the first group to collect (Heffeman, 1986, pp.31-2). Without the individual 

banker data, such possibilities may not be ruled out so they are potential caveats to the 

findings above. We assess the importance of this caveat in two ways. 

First, there was an active literature in the 70s and 80s that tested whether surveys of 

experts' forecasts complied with the rational expectations hypothesis. When only the 

mean response was available, authors used this as the testing benchmark and ignored 

aggregation biases.
39 

Friedman (1980) notes that if all individual surveyed subjects 

produce rational expectations forecasts, a linear combination thereof should also comply 

with rational expectations. Zarnowitz (1984) compared individual and mean group 

forecasts and found that, to the extent that agents have partially idiosyncratic information 

sets, the cross-sectional mean forecast typically outperformed individual forecasts over 

time. So the pooling of individual forecasts may actually improve the quality of the 

forecast. 

39 
Fried.man, ( 1980) studied the mean interest rate forecasts of 50 professionals published by the 

Goldsmish-Nagan Bond and Money Market Letter. Nordhaus ( 1987) tested the forecasting efficiency of the 
Eggert Consensus of real GNP growth, which is an average of 30 individual forecasters' opinions. Nelson 
and Peck ( 1985) studied the North American Electric Reliability Council 's summary forecast of energy 
demand, which is an aggregation of forecasts, produced by individual utilities. In a study of the response of 
interest rates to money announcemcnts, Ro ley ( 1983) used the median of about 60 responses to a Money 
Market Services Inc. 's survey as a prox-y for market expectations. 
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Treating Standard and Poor's and Moody's ratings as those issued by an individual 

banker, we can test whether survey-induced biases are responsible for our findings. It is 

important to emphasize that these data are immune from the criticisms that could be cast 

on the survey data. The potential serial correlation in revisions that could arise if bankers 

update their priors when they see the published survey results should not be present if the 

raters discuss their views before the rating committee reaches a conclusion, so that the 

decision is based on a common information set. Although bankers could exploit the 

anonymity and play games in filling the survey, agencies are repeated players whose 

future income hinges on the reputation of their forecasts. Finally, whereas 11 surveys are 

taken over a two-month window and published 45 days after data collection, agency 

revisions are recorded on the day of the announcement. In spite of these differences, it 

will be shown below that the serial correlation estimates are almost identical. 

Sign Correlation in Agency Revisions 

Tables VI.B and VI.C show that the pattem of agency revisions closely resembles that of 

11. A positive revision was followed by another positive revision in 68 and 79 out of 100 

cases (S&P and Moody's respectively). Also, a negative revision was followed by 

another negative revision in 64 and 68 out of 100 cases (S&P and Moody's respectively). 

This compares with 66 percent fer up revisions and 61 percent for down-revisions for 11. 

The binomial tests provide even more striking evidence than those based on the 11 data 

against the null of equal probability of up and down moves following a given revision. In 

summary, the conditional probabilities seem quite similar whether a survey of bankers or 

credit agency data are used. 

Serial Correlation in Agency Revisions 

One problem in estimating the serial correlation in agency rev1s1ons is that they are 

unequally spaced over time. Therefore, the correlation between two subsequent revisions 
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for the same country will depend on the time lag between them and the variance of the 

error will also depend on the lag. Assume that the unobserved daily credit revisions 

follow an AR(l) process, 

(25) CCR(t + 1)-CCR(t) = p (CCR(t)-CCR(t -1))+ v(t + 1) , 

where, v(t) ~ i.i.d. (O, a-2
) . Substituting recursively implies that two credit rev1s1ons 

spaced n days apartare related by, 

n 

(26) CCR(t + n)-CCR(t + n-l) = pn (CCR(t)-CCR(t - 1))+ L,Pn-s v(t + s) 
s=l 

Because credit revisions take place when agencies see fit, the lag between subsequent 

revisions changes with each country-revision. The median interval was 8.5 months for 

Moody's and about 13 months for S&P. The mínimum interval between revisions was 

four days while 90 percent of revisions took place within 3.07 years (S&P) and 4.25 

years (Moody' s) of the previous one. Assuming that a given rating stays fixed during n-1 

periods, so that CCR(t + n - l) = CCR(t), we can emphasize these facts by rewriting (26) 

as, 

(27) 

where CCR; (t J is the rating on country i awarded at time t¡, i = l, .. . ,N, j = l, ... ,J;, 

where each t 1 indicates each date at which the rating on country i was changed ( either by 

a regrade, an announcement of under review for regrade, or an outlook announcement). 

The i subscript on J indicates that the number of credit revisions is country-specific and 

the exponent on the serial correlation coefficient indicates that p is the expected 

correlation between two revisions that are one unit of time apart. Measuring time in days 
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allows for a an exact solution for Var(e; (ti - t ¡-i)). Suppose that two credit revisions for 

the same country are spaced T days apart, so that t ¡ - t ¡-i = T . Then, 

} 2T 

and Var(e(t
1
-t _

1
))=a-2 -p, 

J 1- p-

Estimation is done in two steps pooling together observations for all countries and 

assuming cross-sectional homoskedasticity. The first step estimates (27) by non-linear 

least squares ignoring the lag-heteroskedasticity. The estimates are consistent under 

standard assumptions. The estimated p together with the time lag between subsequent 

credit revisions is used to measure the error variance for each observation. The second 

step uses the reciproca! of these standard deviations to weight each observation in 

estimating (27) again. 

Table IX presents the results expressed in semester units (the semester AR coefficient is 

the daily coefficient to the 180th
). The semester serial correlation estimates are 0.37 for 

Moody's and 0.30 for S&P (R2 around 0.25 in first-pass regressions) and are quite close 

to the semester autoregression coefficients based on ·the JI data. So, if Moody's just 

upgraded a country by one notch, the best guess of the status of that country a year hence 

is that it will be put under review for another upgrade at that time (0.372+0.37=0.5 l). 

In summary, agency ratings are much higher quality data than JI, in that the identity of 

the issuer is known, revisions are recorded on the day that they are made and agencies are 

repeated players in a market for forecasts. In spite of these differences, the serial 

correlation estimates are quite similar to those based on JI data. We conclude that the 

surveying process itself can not be responsible for the finding of serial correlation of 

rev1s1ons. 
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S. Analysis of Surprise Revisions 

Given the predictability of credit revisions documented above and the wide spread of the 

variance of revisions across portfelios, it is of interest to study if sorne portfolios or time 

periods are characterized by greater surprises. Since surprises are unobserved, measured 

surprises are conditional on a ferecasting model. Five forecasting models are used and the 

resulting surprises are analyzed. 

The first model assumes that CCR changes are unpredictable so the foil CCR revision is 

assumed to be the surprise. The other ferecasting models use sorne autoregressive 

representation fer credit revisions. The second model is the last equation presented in 

Table VIII and its parameters are estimated using the full panel of revisions from March 

1980 until March 2000. The remaining models are constructed in real time. Models three 

and feur use a recursive panel sample, which starts in 1980 and ends at the time that the 

ferecast has to be made. The autoregressive parameters are assumed to be common across 

countries. Model three is again the last equation in Table VIII but now estimated in real 

time as opposed to forecast model two. When estimated on a recursive sample not ali the 

explanatory variables are significan! at each point in time. Only those variables with 

absolute t-ratios greater than 1.95 were included each semester. Fer example, the 

emerging country slope dummy does not become statistically significant until March 

1989 so it is only included from then on.40 While the asymmetric revisions fer low rated 

countries are significan! since early in the sample, the asymmetry fer highly rated 

countries only becomes significant in Sep-97 (seventh decile) and Sep-98 (tenth decile). 

Model four is a plain AR(2) that ignores asymmetry and regional or lagged portfelio 

effects. It is estimated on a recursive sample with common slopes fer ali countries. Model 

five differs from feur in that it is estimated by country using no more than the last ten 

40 
Note that around this time, many Emerging countries began implementing large-scale structuraJ reforrns. 

This suggests that e:-..-pected collection for distant periods in the future became higher than for near periods. 
Therefore, we should expect a string of positive -and highly serially correlated- revisions. 
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semesters of data available at each point in time. Unlike the previous forecasting models, 

model five allows for an intercept in the estimating equation. 

The forecast errors are computed by country and aggregated into portfolios using GDP 

weights. Statistics of the forecast errors (i.e. surprises) expressed in credit rating units are 

presented in Table X, while plots of the five sets of surprises for each portfolio are 

included in Appendix III. The top panel shows mean surprises and root mean squared 

surprises for the period 1982-2000.41 The rolling window, country-specific model 

produces the largest squared surprises in 9 of the 11 portfolios, followed by the random 

walk model. Models 2-4 deliver the smallest mean squared forecast errors -and these are 

within the same order of magnitude across these models. This agrees with Cruces (2001) 

who used stock market data and found that the panel recursive and whole sample models 

captured market surprises better than both the rolling window and the random walk 

models. 

The evidence suggests that root mean squared surprises were much larger outside the 

Group of Seven and Asia-Oceania-High Income. These surprises would be even larger if 

expressed in proportion to the starting rating for each portfolio. From Table II, the rating 

level of low income countries is between one half and one third of that of high-income 

countries. 

The bottom panels of Table X present the mean portfolio surprises by five-year period 

conditional on the two recursive models. They confirm that surprises tend to be relatively 

small in G7, North America-West Europe and Asia-Oceania-High Income. By contrast, 

surprises are much larger and their signs change by sub-period in Asia-Oceania-Low 

Income, Latín America and Eastern Europe. Both models indicate that Latín America and 

Emerging countries suffered unexpected credit downgrades in the early 1980s while 

Eastern Europe suffered from the transition from 1986 until 1995. By contrast, the early 

1990s were a particularly benign period in developing countries. Likewise, the fact that 

41 The first forecast figure available from model five is for March 1982, so surprises from the other models 
s1arting at this time are used in comparing the models. 
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the beginning of the sample coincides with the peak of oil pnces helps explain why 

OPEC had negative mean surprises during the four sub-periods. 

6. Conclusions and Directions for Future Research 

This paper set to analyze the statistical properties of sovereign credit ratings awarded by a 

pool of about 100 international bankers. This is the largest consistent data set on 

sovereign ratings available, both in terms of the number of countries covered, the years 

for which it is available and the uniformity of the criteria used over time in awarding 

ratings. 

A credit rating is an average of expected collection per period during a fixed window of 

time from the moment that it is issued. We solve for expected collection as a function of 

expected repayment capacity during each period. The solution explains how the volatility 

of ratings should change with the rating level and why ratings in sorne range should be 

expected to fall (and other to rise) regardless of their previous movements. Two credit 

ratings given one year apart pertain to expected collection during periods that only partly 

overlap. The non-overlapping periods allow for non-zero expected credit revisions -even 

if raters produce rational expectations forecasts. Likewise, the autocorrelation in 

repayment capacity innovations is expected to pass through to the serial correlation in 

credit revisions. The evidence is broadly consistent with the model' s refutable 

propositions. 

The main findings are that ratings effectively display mild mean reversion over moderate 

rating ranges and that region and other characteristics capture common movements in the 

ratings. Ratings are much more stable in very high- and very low-rated countries as 

suggested by the model. The sovereign ratings are much higher and much less volatile in 

developed countries. Changes in ratings have interesting serial correlation properties. A 

positive revision has a probability of two-thirds of being followed by another positive 

revision six months later. Autoregression analysis indicates that about a third of one 
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semester' s revision for a country is expected to carry over to the next semester. There are 

also important regional components in credit revisions. About 17 percent of the revision 

of a GDP-weighted portfolio of countries in a given region is expected to carry over to 

the individual countries six months later (above and beyond the own country effect). 

Surprises are larger in ali but the wealthiest countries, and they can be consistently 

positive or negative during periods of up to five years. 

The predictability of credit revisions could be spuriously caused by aggregation or by 

individual bankers behaving strategically in order to better themselves. The findings were 

checked with ali the sovereign credit revisions awarded by Moody's and Standard and 

Poor's since 1975. The results with these other data resemble those found with the 

Institutional lnvestor series. 

The finding of serial correlation in credit revisions awarded by major rating agencies can 

be extended in two directions. First, announcements that countries are put under revision 

for upgrade can be subj ect to a fixed-event test of forecast informational efficiency in the 

sense of Nordhaus (1987). The outcome of a revision should be unpredictable based on 

lagged information if the horizon to which both ratings pertain is the same.42 Preliminary 

evidence suggests that this is not the case. Second, if credit revisions are serially 

correlated, the standing rating on a country may not be a statistically sufficient measure 

of default risk.43 For instance, it could be improved by accounting for the direction of the 

last few revisions. Therefore, of two equally rated countries; the one whose last revision 

was more favorable carries a smaller default risk and should be priced accordingly. 

A third extension entails testing for Granger causality of credit revisions across regional 

or special characteristic portfolios. This research may shed light on the international 

spillover of crises using survey forecast data. These three lines of research are left for 

future work. 

42 The median lag until a review resulted in a regrade in the indicated direction was below 62 days 
43 lf a statistic is sufficient for a given parameter and two sample points have the same value of the statistic, 
then any inference about the parameter should be the same whether either sample point is obseIVed (Casella 
and Berger, 1990). 
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Table I: Autocorrelation in Credit Revisions Implied by Autocorrelation of Repayment Capacity Innovations 
Simulation Results 

Number of Periods Assumed in Credit Rating Window 
2 6 10 

Estimated P(LlCCR) Mean Estimated P(LlCCR) Mean Estimated P(LlCCR) 

Mean # Sig. + # Sig. - R 2 Mean # Sig. + # Sig. - R 2 Mean # Sig. + # Sig. -

Mean 
R 2 

0.90 0.37 100 o 0.12 0.23 100 o 0.04 O. IS 85 o 0.02 
0.75 0.26 100 o 0.06 0.16 91 o 0.02 0.13 82 o 0.02 

0.60 0.17 100 o 0.03 0. 12 81 o 0.01 0.12 72 o 0.01 

0.45 0.08 68 o 0.01 0.06 44 2 0.01 0.07 51 4 0.01 

0.30 0.03 24 I o 0.03 19 3 o 0.04 32 4 

O. 15 0.01 7 o o 0.02 17 8 o 0.03 29 7 

0.00 o 3 6 o 0.01 16 8 o 0.02 24 7 

-0.15 0.01 5 I o 0.02 11 5 o 0.02 21 5 

-0.30 0.04 22 1 o 0.02 18 4 o 0.02 20 4 

-0.45 0.08 68 o 0.01 0.04 27 1 o 0.03 23 3 

-0.60 0.11 88 o 0.01 0.06 50 1 0.01 0.04 38 2 

-0.75 0.11 92 o 0.01 0.08 63 o 0.01 0.06 46 o 
-0.90 0.07 55 o 0.01 0.06 45 o 0.01 O.OS 40 o 

(corresponding to the t=0, 1 and 2 shocks) are generated from a logistic distribution with mean zero and P=0.0l. Also, <jl_1 is randomly chosen 
for each ofthe 1000 observations so that the starting expected collection per dollar due has a uniform distribution between 0.8 and l. Based on 
the specified parameters in each case [p(Ll<jl) and the number of periods assumed to be comprised in the credit rating window], the credit rating 
at t=0, 1 and 2 are computed from equation (14). The credit rating increase during the second period is then regressed on the increase during 
the first period, and the autocorrelation coefficient and its t -ratio are computed. 111e point slope estímate is saved to compute the mean 
estimated autocorrelation of credit revisions and the t-ratios greater than 1.95 in absolute value are saved to compute the number significantly 
different from zero in each situation. The r-squared of each regression is also saved to compute the mean r-squared. 

o 
o 
o 
o 
o 
o 
o 
o 
o 



Table JI.A: DISTRIBUTION OF CREDIT RA TING ANO ITS CHANGES BY PORTFOLIOS AND SUB-PERIODS 

EQUALLY WEIGHTED PORTFOLIOS 

(in crcdit rating units) 

Period Statistic Geographical Portfolios Special Charactcristic Portfolios 

Asia Low Latin Eastem 
Western Asia High North Arn. 

OPEC Ernerging Africa Middle East EuropcLow Inc. & & West G7 Cotmtries lncorne Amcrica Europe 
Income Oceanía Europe 

Countries Countrics 

CREDIT RATING LEVEL 

1979-2000 Mean 22.57 41.01 41.48 27.82 36.82 49.48 77.26 80.91 43.07 44.58 87.73 

Std.Dev 3.54 3.60 4.59 7.50 10.05 4.90 3.37 1.98 6.40 4.13 1.73 

Mean/SO 6.38 11.38 9.04 3.71 3.67 10.10 22.90 40.96 6.73 10.79 50.64 
CHANGE IN CREDIT RATING 

1980-2000 Mean -0.25 -0.21 -0.53 -0.29 -0.73 0.42 -0. 18 0.04 -0.58 -0.22 -0.07 

Std.Dev 0.74 1.30 1.42 1.57 2.28 0.76 0.68 0.69 1.17 1.04 0.56 
CHANGE IN CREDIT RA TING BY PERIOD 

1980-85 Mean -0.96 -1.07 -1.36 -2.17 -1.52 0.18 -0.45 -0.38 -1.42 -1.21 -0.33 

1986-90 -0.25 -0.17 -0.06 -0.04 -0.24 0.56 -0.42 0.13 -0.38 0.16 -0.01 

1991-95 0.23 0.23 -0.05 0.68 -1.53 0.23 0.24 -0.11 -0.27 0.53 -0.17 

1996-00 0.18 0.42 -0.50 0.86 0.66 0.81 -0.03 0.66 0.00 -0.13 0.32 

Countries in Portf. # 28 14 14 23 12 3 5 18 15 20 7 

# Thc last row rcports the average number of countries in cach portfolio during the smnple period. The actual number of countries increased over time as l11tit11tio11al /11vestor 
added more countries to the survey. The simple average of the changcs by period is slightly diffcrcnt than the average change for the whole period because the 1980-85 subperiod 
has two more semestcrs Urnn the other subpcriods. 



Table 11.B: DISTRIBUTION OF CREDIT RAT ING AND ITS CHANGES BY PORTFOLIOS ANO SUB-PERIODS 

GDP WEIGHTED PORTFOLIOS 

(in crcclit rating units) 

Pcriod Statistic Geographical Portfolios Spccial Characteristic Portfolios 

Asia Low Latin Eastcm 
Western Asia High North Am . 

OPEC Emerging G7 
Africa Middle East Europe Low lnc. & & West 

Income Amcrica Europe 
Income Oceania Europc 

Countries Counlrics Countries 

CREDIT RA T ING LEVEL 

1979-2000 Mean 33.26 38.2 1 54. 15 37.35 41 .45 43.88 89.62 88.61 42.05 45.84 90.52 

Std.Dev 6.84 3.44 3.70 9.93 12.44 6.43 2.94 2. 12 5.49 3.92 2.26 

Mean / SD 4.86 11. 10 14.64 3.76 3.33 6.83 30.44 4 1.89 7.66 11.70 39.97 

CHANGE IN CREDIT RA TING 

I 980-2000 Mean -0.41 -0.25 -0.32 -0.5 1 -0.92 0.49 -0.24 -0.06 -0.59 -0.28 -0. 12 

Std.Dev 1.06 1.64 1.03 2.00 2.52 0.90 0.63 0.64 1.33 1.13 0.60 

CHANGE IN CREDIT RA TING BY PERIOD 

1980-85 Mean -1.01 -1.22 -0.57 -2.72 - 1.46 0.75 -0.22 -0.31 -1.2 1 -1.28 -0.27 

1986-90 -0.85 -0.22 -0.60 -0.30 -0.76 0.59 -0.20 -0.25 -0.32 0. 11 -0.29 

1991-95 0.20 0.23 0.33 1.00 -1.76 0. 12 -0. 19 0.01 -0.11 0.48 -0.03 

1996-00 0.2 1 0.51 -0.40 0.54 0.58 0.42 -0.36 0.39 -0.60 -0.22 0. 19 

Countrics in Portf. # 29 14 14 23 12 3 5 18 12 20 7 

# GDP weights are proportional to 1998 PPP-adjusted GDP as reported in World Bank (2000) and CIA (2000). The number of countries may differ from lhose in Table !.A 
becausc GDP data may nol be ava ilable for a fcw countries. The simple average of thc changes by period is slightly different than the average change for the whole period 
because the 1980-85 subperiod has two more semeslers titan the other subperiods. 



Table 11.C: DISTRIBUTION OF CREDIT RA TING AND ITS CHANCES BY PORTFOLIOS AND SUB-PERIODS 

PRINCIPAL CO MPONENT WEIGHTED PORTFOLIOS 

(in credit rating units) 

Period Statistic Gcographical Portfolios Special Characteristic Portfolios 

Asia Low Latín Eastcm 
Western Asia High 

North Am. & OPEC Emerging 
Africa Middle East Europe Low Inc. & 07 Countries 

lncome America Europe West Europe Countries Countries 
Income Oceanía 

CREDIT RA TING LEVEL 

1979-2000 Mean 15.87 40.89 48.36 28.86 33.21 34.93 73.33 76.87 38.25 39.29 84.51 

Std.Dcv 3.40 3.64 4.12 7.76 7.57 10.24 4.71 2.81 10.00 8.46 1.90 

Mean /SD 4.66 11 .23 11.73 3.72 4.38 3.41 15.56 27.33 3.82 4.65 44.38 
CHANGE IN CREDIT RA TING 

1980-2000 Mean -0.22 -0.12 -0.37 -0.21 -0.46 0.59 -0.21 0.12 -0.79 -0.39 -0.01 

Std.Dcv 0.84 1.12 1.77 1.54 2.42 1.60 0.85 0.82 1.49 1.73 0.75 
CHANGE IN CREDIT RA TING BY PERIOD 

1980-85 Mean -1.12 -0.96 -0.59 -2.03 -2.21 1.67 -0.58 -0.44 -1.91 -2.33 -0.38 

1986-90 -0.05 -0. 17 0.26 -0.02 0.09 0.66 -0.62 0.28 -0.60 0.07 0.19 

1991-95 0.23 0.43 0.41 0.95 -0.07 -O.OS 0.29 -0.04 -0.07 0.88 -0.26 

1996-00 0.27 0.45 -1.66 0.73 0.83 -0.21 0.19 0.87 -0.29 0.29 0.55 

Countrics in Portf. # 22 10 9 17 6 3 5 17 9 20 7 

# Portfolio weights are proportional to thc first eigenvector ofthc covariance matrix ofthe proportional change in CCR for the countrics in each portfolio. A fcw countrics were cxcluded 
becausc they dominated the principal componen! (Iran, Iraq, Kuwait and Lcbanon were excluded from Middlc East and the lirst thrcc from OPEC). These countries wcre subjcct to extreme 
political tunnoil (e.g. war) during thc sample period and the movcmcnts in their credit ratings rcílccted country-specific shocks more than regional shocks. Becausc wc work with thc 
covariance matrix (instcad ofthe correlation matrix) these outlicrs are very inílucntial in the first principal componen!. 



Middle East 

Asia Low Income 

Latin America 

Eastern Europe 

Western Europe Low Income 

Asia High Inc. & Oceanía 

North Am. & West Europe 

OPEC 

Emerging 

G7 

Table IJI.A: INTERNATIONAL CORRELATION IN CREDIT REVISIONS 

EQUALLY WEIGHTED PORTFOLIOS 

Geograph.ical Portfolios 

Asia Low Latin Eastern 
Western AsiaHigh North Am. 

Africa Middle East 
Income America Europe 

Europe Inc. & & West 
Low !ne Ocean.ia Europe 

0.64 1.00 

0.49 0.54 1.00 

0.78 0.45 0.39 1.00 

0.50 0.48 0.45 0.38 1.00 

0.28 0.28 0.30 0.29 0.20 1.00 

0.50 0.38 0.39 0.47 0.22 0.43 1.00 

0.54 0.39 0. 19 0.58 0.65 0.43 0.42 1.00 

0.63 0.90 0.54 0.50 0.35 0.40 0.47 0.41 

0.63 0.38 0.58 0.75 0.21 0.44 0.72 0.34 

0.44 0.42 0.22 0.47 0.66 0.33 0.44 0.87 

Corelation between lhe changes in the average credit rating ofthe countries in each portfolio. 

Soecial Chame. Portf. 

OPEC Emerging 
Countries Countries 

1.00 

0.58 1.00 

0.43 0.32 

1 



Middle East 

Asia Low Ineome 

Latin Ameriea 

Eastem Europc 

Western Europe Low lneome 

Asia High !ne. & Oceanía 

North Am. & West Europe 

OPEC 

Emerging 

G7 

Table 111.B: INTERNATIONAL CORRELATION IN CREDIT REVISIONS 

GDP WEIGHTED PORTFOLIOS 

Geographical Portfolios 

Latin Eastem 
Western Asia High North Am. 

Afriea Middle East 
Asia Low 

Europe Low !ne. & & West 
Income America Europe 

!ne Oceanía Europe 

0.36 1.00 

0.14 0.06 1.00 

0.47 0.32 0.32 1.00 

O.JO 0.39 0.49 0.15 1.00 

-0.15 0.32 0.06 -0.05 0.12 1.00 

0.02 0.24 0.35 0.20 0.37 0.14 1.00 

0.22 0.27 0.36 0.37 0.52 -0.07 0.34 1.00 

0.37 0.68 0.20 0.42 0.22 0.26 0.52 0.21 

0.36 0.36 0.58 0.79 0.31 0.11 0.52 0.33 

0.15 0.28 0.38 0 .30 0.51 -0.06 0.55 0.96 

Corelation between the changes in the average credit rating of the countries in each portfolio. 

Soecial Charac. Portf. 

OPEC Emerging 

Countiies Countries 

1.00 

0.63 1.00 

0.30 0.37 



Middle East 

Asia Low Income 

Latin America 

Eastem Europe 

Western Europe Low Income 

Asia High Inc. & Oceania 

North Am. & West Europe 

OPEC 

Emerging 

G7 

Table ill.C: INTERNA TIONAL CORRELATION IN CREDIT REVISIONS 

PRINCIPAL COMPONENT WEIGHTED PORTFOLIOS 

Geographical Portfolios 

Asia Low Latin Eastem 
Western Asia High North Am. 

Africa Middle East Europc Low Inc. & & West 
Income America Europe 

Inc Oceania Europe 

0.74 1.00 

0.21 0.12 1.00 

0.70 O.SI 0.17 1.00 

0.74 0.64 0.07 0.59 1.00 

-0.18 -O.OS 0.10 -0.46 -0.14 1.00 

0.34 0.44 0.29 0.58 0.23 -0.27 1.00 

0.54 0.48 -0.17 0.61 0.72 -0.21 0.48 1.00 

0.43 0.22 0.47 0.75 0.23 -0.34 0.55 0.33 

0.59 0.43 0.33 0.94 0.41 -0.41 0.65 0.49 

0.44 0.31 -0.15 0.45 0.61 -0.20 0.35 0.92 

Corelation between the changes in the average credit rating of the countries in each portfolio. 

Special Charac. Portf. 

OPEC Emerging 
Countries Countries 

1.00 

0.85 1.00 

0.25 0.37 

1 • 



Table IV: Mean Absolute Revisions and CCR Level 

19 

l~CCR;I = I,a1 1¡(ccR:_1 )+e; 
j • O 

I (CCR' )={I if 5j$.CCR;_1 <5(J+I) 
1 ,-i O otherwise 

J ForCCR,. 1 a; SE(CY-j) t(a;) 
From To 

o o 5 0.55 0.24 2.33 
1 5 JO 0.57 0.07 8.47 
2 10 15 0.80 0 .07 11.51 
3 15 20 0.94 0.06 15.21 
4 20 25 1.22 0.07 17.30 
5 25 30 1.28 0.07 18.92 
6 30 35 1.45 0.07 19.56 
7 35 40 1.57 0.08 20.27 
8 40 45 1.42 0.09 16.03 
9 45 50 1.29 0.08 15.30 
10 50 55 1.1 8 0.08 14.95 
1 1 55 60 1.20 0.09 13.81 
12 60 65 1.3 1 0.09 14.54 
13 65 70 1.03 0.10 10.19 
14 70 75 0.97 0.09 10.69 
15 75 80 0.89 0.09 10.26 
16 80 85 0.91 0.11 8.65 
17 85 90 0.73 0.09 7.95 
18 90 95 0.66 0.11 6.25 
19 95 100 0.46 0.17 2.66 



Table V: Asymmetry in CCR Revisions 

9 

t..CCR: = p t..CCR:_1 + L, a 1 11 (ccR:_1 )+ e; 
} - O 

( , )-{1 if 1o¡~ccR;_1 <l0(J + l) 1
1 

CCR,_1 -

O otherwise 

i = l , ... ,N; t = t,, ... ,T, 

J ForCCR,_1 o; SE(CY.j) t(o;) 
From To 

o o 10 0.17 0.08 2.17 
1 10 20 0.18 0.07 2.68 
2 20 30 O. 17 0.07 2.52 
3 30 40 -0.01 0.07 -0.09 
4 40 so -0.03 0.08 -0.43 
5 so 60 -0.03 0.08 -0.37 
6 60 70 -0.23 0.08 -2.83 
7 70 80 0.01 0.08 0.10 
8 80 90 -0.12 0.09 -1.26 
9 90 100 -0.25 0.11 -2.19 

o 0.42 0.01 32.64 

Estimated by GLS allowing for different variance of CCR across regions 



sign(óCCRJ 

sign(óCCRJ 

sign(óCCRJ 

sign(óCCRJ 

sign(óCCRJ 

Table VI.A: Serial Correlation in the Sign of Credit Revisions 
SO URCE: INSTITUTIONAL INVESTOR 

Pr{ sg(óCCRt+1)=i I sg(óCCRJ=j } i = +, O, -; j = +.O, -. 

Ali sanll) e: 1980-2000 

Obs sign(óCCRt+1) 
4,674 + o 

+ 2,366 0.66 0.04 
o 156 0.49 0.04 
- 2.152 0.36 0.03 

S b 98 u samn e: 1 0-1985 
Obs sign(óCCR1+ 1) 
1,135 + o 

+ 344 0.54 0.02 
o 22 0.27 0.05 
- 769 0.23 0.02 

1986-1990 
Obs sign(óCCR1+1) 
1,102 + o 

+ 541 0.60 0.05 
o 43 0.5 l 0.07 
- 518 0.38 0.03 

1991-1995 

Obs sign(óCCR1+1) 
1,220 + o 

+ 705 0.71 0.04 
o 47 0.49 0.06 

- 468 0.46 0.04 

1996-2000 

Obs sign(ó CCRt+ 1) 
1,217 + o 

+ 776 0.73 0.03 
o 44 0.59 0.00 

- 397 0.47 0.04 

P Value 

-
0.30 0.00 

0.46 

0.61 0.00 

P Value 

-
0.44 0.1 5 

0.68 

0.75 0.00 

P Value 

-
0.36 o.oo. 
0.42 

0.59 0.01 

P Value 

-
0.26 0.00 

0.45 

0.50 0.45 

P Value 

-
0.24 0.00 

0.41 

0.49 0.35 

So urce: Institutional Jnvestor 's complete credit rating data set, 1979.2-2000.1, 147 countries (two observations lost 
in differencing and lagging). The last colurnn reports the p -va!ue of a test that the sign of the current revision 
contains no information about the sign ofthe next revision based on an asymptotically valid normal approximation 
to the Binomial distribution. 



sign(D.CCRt0) 

sign(D-CCR10) 

sign(D-CCR10) 

Table VI.B: Serial Correlation in the Sign of Credit Revisions 
SOURCE: STANDARD ANO POOR'S 

i = +, O, -; j = +, O , -. 

Ali samp e: 1975 2000 -
Obs sign(D.CCRu) 
209 + -

+ 90 0.68 
- 119 0.36 

S b u samp e: 1980 1985 -
Obs sign(D.CCRu) 

3 + -
+ o 
- 3 

1986-1990 
Obs sign(D.CCRu) 

12 + -

1 

+ 1 1.00 
- 11 0.27 

1991-1995 
Obs sign(D.CCRu) 
62 + -

sign(D-CCR10) 1 
+ 27 0.70 
- 35 0.31 

1996-2000 
Obs sign(D.CCRu) 
130 + -

sign(D.CCRto) 
+ 60 0.65 
- 70 0.41 

P Yalue 

0.32 0.00 
0.64 0.00 

P Yalue 

1.00 

P Yalue 

0.73 0.03 

P Value 

0.30 0.02 
0.69 0.01 

P Yalue 

0.35 0.01 
0.59 0.08 

Source: Standard and Poor's complete sovereign ratings record, Jan-l- l 975/June-7-2000. Forty five countries had two or 
more credit revisions during this period. No country had more than one credit revision bctween 1975 and 1979. The last 
co!umn reports the p -value of a test that the sign of the current revision contains no information about the sign of the next 
revision based on an asymptotically valid normal approximation to the Binomial distribution. When only 11 revisions were 
done, the reported p-value corresponds to an exact binomial test. 



sign(~CCR10) 

sign(~CCR10) 

sign(~CCR10) 

sign(~CCR10) 

sign(~CCRt0) 

Table VI.C: Serial Con-elation in the Sigo of Credit Revisions 
SOURCE: MOODY'S 

i = +, O, -; j = +, O , -. 

Ali samp e: 1975 2000 -
Obs sign(~CCRu) 

211 + -
+ 100 0.79 
- 111 0.32 

S b u samp e: 1 980 98 -1 5 
Obs sign(~CCRu) 

o + -
+ o 
- o 

1986-1990 
Obs sign(~CCRu) 

3 + -
+ 2 
- 1 

1991-1995 
o s sign(~CCRu) 

27 + -
+ 11 0.73 
- 16 0.38 

1996-2000 
Obs sign(~CCRu) 

181 + -
+ 87 0.82 
- 94 0.31 

P Yalue 

0.21 0.00 
0.68 0.00 

P Yalue 

P Yalue 

1.00 
1.00 

P Value 

0.27 0.03 
0.63 0.11 

P Yalue 

0.18 0.00 
0.69 0.00 

Source: Moody's complete sovereign ratings record, January-l -l 975/June-22-2000. Fifty eight countries had two or more 
crcdit revisions during this period. No country had more than one credit revision between 1975 and 1985. The last column 
reports the p -value of a test that the sign of the current revision contains no information about the sign of the next revision 
based on an asymptotically valid normal approximation to the Binomial distribution. When less than 16 revisions were 
done, the reported p -value corresponds to an exact binomial test. 



l 

Table Vil.A: Autorrcgrcssions of Changcs in Country Credit Ratings - Country-Spccific Intcrcepts 

s 
!lCCR: =a' + p 1 !lCCR:_1 + p 1 ti.CC/(2 + ¿/J¡D¡llCCR:_1 +JT !lCCR/'_t"• + ¿J' D' ti.CCR,'_1 +e: ; 

j ~ 

D i = (1 if i E j , Ootherwise ), D' = (1 if i Es, O olw}, i = 1, ... , N ; s = 1, ... , S; t = I;, ... , T, 

Explanatory Variables 
Lagged Changc in CCR 

First Lag (t-,,CCR 1•1) 

Second Lag (t-,,CCR 1.2) 

Negative Revision Dummy 

Time Dummies 

1980-1985 

1986-1990 

1991-1995 

Regional Dummies 

Africa 

Middle East 

Asia - Low lncome 

Latin America 

\Vestern Europe - Low lncomc 

Eastcrn Europc 

(1) 

0.37 

27.86 *** 

Asia - High Incomc and Occania 

(2) 

0.35 

23.67 *** 
0.09 

6.00 *** 

(3) 

0.38 

12.23 *** 

-0.01 
-0.28 

(4) 

0.34 

11 .09 *** 

0.06 
1.63 

o.os 
1.04 

-0.04 
-0.92 

(5) 

0.33 

5.67 *** 

-0.01 
-0.08 

-0.22 

-3.34 *** 
0.08 
1.20 

0.13 

1.99 ** 
0.14 
1.38 
0.22 

3.26 *** 
0.07 
0.64 

(6) (7) 

0.42 0.32 

28.35 *** 20.40 *** 

(8) 

0.37 

27.82 *** 

(9) 

0.36 

26.34 *** 



l 

Table VII.A : Autorrcgrcssions of Changcs in Country Crcdit Ratings - Country-Spccific lntcrccpts (continucd) 

Explanatory Variables 
Topical Portfolios 

OPEC 

"Emerging" Countries 

G7 

_lll 

Lagged Change in Regional Portfolio CCR 

Africa 

Middle East 

Asia - Low Income 

Latin America 

\Vestern Europe - Low Income 

Eastern Europe 

Asia - High Income and Oceania 

Residual Log Likelihood -8146 

(2) 

-7808 

_(3) (4) _{5_)_ (6) 

-0.21 
-6.99 *** 

-8149 -81 49 -8054 -8124 

(7) 

0.16 
5.96 *** 

-8131 

(8) 

-0.12 
-1.32 

-8146 

(9) 

0.32 
2.21 ** 

-0.26 
-1.54 
-0.41 
-2.36 ** 
-0.20 
-1.1 0 
-0.03 
-0.22 

-0.60 
-3.03 *** 
-0.03 
-0.2 1 
-0.32 
-1.48 

-81 35 

Estimated coefficienls rcported in bold, t -ratios below them. Ali included variables allow for the slope on !he laggcd revision lo differ by !he catcgory under 
consideration. Country-spccific intercepts allowed in ali rcgressions. En-ors allowed to be heteroskedastic by regions in ali cases. Regressions use unbalanced 
panel based on ali CCR revisions by lnstit11tio11al lnvestor since March 1980. 



Explanatory Variables 
Laggecl Change in CCR 

First Lag 

Table VII.B: Autonegressions of Changes in Country Credit Ratings - No Interccpt 

s 

ticcR: =p1 ticcR:_1 +p2 ticc1(2 + 2.,P 1D1ticcn:_1 +1r tiCcR:-~"º + I.,o' D' ticcR;_1 +e: 
s=I 

D 1 = (1 if i E j, 0 otherwise}, D' = (1 if i Es, 0 o!wr, i = l, ... ,N; s = l, .. . ,.S'; t = l ;,--.J'; 

(1) (2) (3) (4) (5) (6) (7) 

0.42 0.38 0.46 0.43 0.36 0.46 0.38 

(8) (9) 

0.48 0.41 
32.52 *** 26.48 *** 17.23 *** 14.32 *** 6.29 *** 32.33 *** 25.12 *** 39.47 *** 30.76 *** 

Sccond Lag 

Ncgative Revision Dummy 

Time Dummies 
1980-1985 

1986-1990 

1991-1995 

Regional Dummies 
Africa 

Middle East 

Asia - Low Income 

Latin America 

Western Europe - Low Income 

Eastern Europe 

Asia - High Income and Oceania 

0.11 
7.96 *** 

-0.06 
-1.89 * 

0.00 
-0.02 
0.02 
0.50 

-O.OS 
-1.26 

0.03 
0.45 

-0.20 
-3.10*** 
0.07 
1.06 

0.12 
2.00 ** 

0.19 
1.85 * 

0.26 
4.02 *** 

0.06 
0.64 

1 



• 

Table VJI.B: Autorregressions of Changes in Country Credit Ratings - No Intercept (continued) 

Explanatory Variables ( 1) (2) (3) (4) (5) (6) (7) (8) (9) 

Topical Portfolios 
OPEC -0.19 

-6.57 *** 
"Emcrging" Countrics 0.12 

4.87 *** 
G7 -0.12 

-l.22 

Laggcd Changc in Regional Portfolio CCR 0.26 
1.82 * 

Africa -0.19 
-1.16 

Middlc East -0.38 
-2.23 ** 

Asia - Low Incomc -0.15 
-0.84 

Latin Amcrica -0.01 
-0.06 

Western Europc - Low lncome -0.37 
-1.92 * 

Eastcrn Europc -0.01 
-0.06 

Asia - High Incomc ami Occania -0.23 
-1.12 

Residual Log Likelihood -8169 -7815 -8170 -8174 -8122 -8150 -8160 -8169 -8162 

Estimated coefficients reportcd in bold, t -ratios below tJ1em. Ali included variables allow for tJ1e slope on tJ1e lagged revision to di1Ter by tJ1e category under 
considcration. No interccpts allowed in any regression. Errors allowed to be hctcroskcdastic by regions in ali cases. Regressions use unbalanccd panel based on 
ali CCR rcvisions by lnsfitutional Jnvestor since March 1980. 



Table VIII: Summary Autorregressions of Changes in CCR 
No lntcrcepts 

Explanatory Variables 
Lagged Change in CCR 

First Lag (t:.CCR ,_1) 

Second Lag (t:.CCR d 

Negative Revision Dummy 

Regional Dummics 

Middlc East 

Latín America 

Western Europe - Low Income 

Eastern Europe 

Topical Portfolios 
OPEC 

"Emerging" Countries 

Lagged Changc in Regional Portfolio CCR 

Middle East 

Western Europc - Low Incomc 

Dummics by level of CCR 1• 1 

CCR E [0,10) 

CCR E [10,20) 

CCR E [20,30) 

CCR E [60,70) 

CCR E [90,100] 

Residual Log Likelihood 

( 1) 

0.36 

11.38 ... 

0.09 

6.54 *** 
-0.06 

1.65 * 

-0.13 
-3.01 *** 
0.03 
0.80 

0.17 
1.73 * 
0.23 
5.99 *** 

-0.04 
-0.98 

0.12 
3.87 *** 
0.17 
4.80 *** 
0.04 
0.21 

-0.43 
-2.83 *** 

0.23 

3.22 *** 
0.24 

4.23 *** 
0.20 

3.44 *** 
-0.22 
-2.79 *** 
-0.19 
-1.79 * 

-7767 

(2) 

0.33 

15.60 *** 
0.09 

6.65 *** 

-0.17 
-4.39 *** 

0.22 
6.02 *** 

0.12 
4.18 *** 
0.17 
4.79 *** 

-0.27 
-2.02 ** 

0.22 

3.06 *** 
0.23 

4.23 *** 
0.21 

3.69 *** 
-0.20 

-2.60 *** 
-0.19 

-1.77 * 
-7762 

Estimated coefficients reported in bold, t-ratios below them. Ali included variables allow for the slope on the lagged 
revision to differ by the category under consideration except for the dummies that depend on the leve! of CCR 1•1 which 

affect the intercept. No intercepts allowed in any regression. Errors allowed to be heteroskedastic by regions in ali cases. 
Regressions use unbalanced panel based on ali CCR revisions by Institutional Investor since March 1980. 



Table IX: Autocorrelation of Credit Revisions Announced by Major 
Credit Rating Agencies 

Homoskedasticity Assumed Heteroskedasticity Controlled 
S&P Moody's S&P Moody's 

Semester Coefficients 

a 0.08 0.06 -0.05 -0.12 

1.24 1.03 -0.59 -1.70 

p 0.37 0.59 0.30 0.37 

3.32*** 6.56*** 2.36*** 2.40*** 
R2 0.25 0.25 n.a. n.a. 
N 45 58 45 58 

OBS 209 211 209 211 

!lCCR' (t 1) is the change in country i 's credit rating announced at time t 1 . Measuring time 

in days allows to control for heteroskedasticity arising from unequally spaced data over 
time more precisely. The reported semester coefficients are based on the daily 

autoregression results. Asymptotic t- ratios reported below estimated coefficients. Analysis 

perfonned on ali countries that had two or more credit revisions since Jan-1-1975 until J un-
22-2000 (Moody's) and until Jun-7-2000 (S&P). Revisions recorded on the day that they 
were announced by the respective agencies. Coefficients are pooled non-linear OLS 
regression estimates. A two-step approach was used when controlling for 

heteroskedasticity. The first pass computes the simple daily AR coefficient which is 
consistent under standard assurnptions (reported in left colurnns). The second step uses this 
estimated coefficient to weight observations. The variance of the error when credit 

revisions are T days appart is proportional to (l-p2r) / (l-p\ 



Mar-1982 / Mar-2000 

Forecast Model 

1. Random Walk 

2. AR w/Durnmies - Allsample 

3. AR w/Dummies - Recursive 

4. AR no Dummies - Recursive 

5. AR by Country - Roll Window 

1. Random Walk 

2. AR w/Dummies - Allsample 

3. AR w/Dmnmies - Recursive 

4. AR no Durnmies - Recursive 

5. AR by Country - Roll Window 

Period 

1982-85 

1986-90 

1991-95 

1996-00 

1982-85 

1986-90 

1991-95 

1996-00 

Table X: Statistics of Forccast Errors By Modcl and Sub-Periods 
GDP weighls - Resulls in crcdil points 

Geographical Portfolios 

Asia Low Latin Eastern 
Western Asia High 

Afriea Middlc East Europe Low !ne.& 
lncomc America Europc 

!ne Oceania 

Mean Surprise 
-0.34 0.04 -0. 18 -0.33 -0.59 0.50 -0.24 

-0.21 -0.04 0.03 -0.09 -0.04 0.28 0.06 

-0.24 -0.12 -0.02 -0.08 -0.02 0.16 -0.08 

-O.IS o.os -0.05 -0.09 -0.22 0.24 -0.11 

0.04 0.11 0.23 1.01 0.19 -0.07 -0.14 

Root Mean Squared Surprise 
1.13 0.83 0.98 2.01 2.39 0.98 0.67 

0.92 0.78 0.80 1.22 1.53 0.89 0.61 

0.96 0.80 0.84 1.22 1.58 0.95 0.62 

0.92 0.78 0.82 1.31 1.72 0.90 0.62 

1.12 0.77 1.73 3.56 2.73 1.20 0.70 

Mean Surprise by Sub-Period 

Geographical Portfolios 

Asia Low Latin Eastern 
Western Asia High 

Africa Middlc East Europe Low lne.& 
lncome Ameriea Europe 

lnc Oceanía 

Forecast Model 3. AR w/Dummies - Rccursive 

-0.54 -O.SO 0.16 -0.63 1.11 0. 18 -0.10 

-0.34 -0.37 -0.41 -0.18 -0.87 0.17 -0.08 

-0.07 0.07 0.32 0.14 -0.07 0.07 -0.04 

-0.05 0.29 -0.13 0.30 -0.02 0.20 -0.12 

Forecast Modcl 4. AR no Dummies - Rccursive 

-0.56 -0.13 0.09 -1.26 0.24 0.38 -0.14' 

-0.29 -0. 10 -0.43 -0.07 -0.81 0.25 -0.11 

0.10 0.12 0.35 0.44 -0.43 0.08 -0.06 

0.09 0.29 -0.19 0.34 0.26 0.27 -0.14 

Speeial Charaeteristie Portfolios 

North Am. 
OPEC Emerging 07 

& West 
Europe 

Countries Countrics Countries 

-0.03 -0.48 -0. 16 -0.10 

0.11 -0.25 0.01 0.10 

0.0-l -0.30 -0.01 0.00 

0.02 -0.20 -0.04 -0.02 

0.11 0.62 0.57 0.07 

0.64 1.22 1.10 0.62 

0.61 1.08 0.87 0.60 

0.61 1.08 0.87 0.60 

0.60 1.08 0.90 0.60 

0.66 5.48 2.22 0.65 

Special Charaeteristie Portfolios 

North Am. 
OPEC Emcrging G7 

&West 
Europe 

Countries Countries Countries 

0.00 -0.52 -0.27 -0.01 

-0.17 -0.23 O.OS -0.19 

0.10 -0.23 0.16 0.07 

0.24 -0.25 -O.OS 0.14 

-O.OS -0.44 -0.S 1 -0.06 

-0.20 -0.13 o.os -0.22 

0.08 -0. 10 0.28 0.06 

0.25 -0.19 -0.07 0.15 

1l1e mean surprises under the random walk model differ from the mean change in CCR in Table 11.B lxcatLse the sainple hcre starts in ~larch 1982 for ali the forecasting models consi,fored (some 
observations are lost in estimating thc AR models) whcreas that in Table II starts in March 1980. 1l1e surpriscs hcre are uniforn1ly largcr than !hose in Table 11.8 bccause 1980 and 1981 wcre bad ycars for 

world creditworthiness --as is obvious from Figs. V and VI. 



Appendix I 

Proof of equation (6) 

Let 

o 

(A. 1) L = f q$, ¡;_jqSJ dq$, 
- 1 

where f, -n (qS,) is the logistic density conditioned on the t-n expectation of q$,, 

To simplify notation, let A -n = E,_n (q$, ), relabel x, = q$1 and drop the time subscript. 

Also drop the limits of integration for now and let L• be the indefinite counterpart of L . 
The limits of integration will be recovered in (A.12), 

Integrate (A.3) by parts as in L. =J_ f h(x) g'(x) dx, where 
/3 

and h(x) = x. This gives the solution to (A.3) as, 
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Call r; the second summand, 

This part will be integrated by substitution of variables. Define 

( x-µ) 
which implies !!_u(x) = _ _!_ e - P . Therefore, we can express dx as, 

dx /3 

1 
(A.8) dx = -/3 - du 

u - l 

With this substitution, rewrite (A.6) as 

(A.9) L~ = f- /3 l du 
- u (u-1) 

Note that, 

1 1 1 
(A.10) - - =-- +-, 

u (u-1) u u-1 

so (A.9) becomes 

r; = /J(J _!_ du-J-1 du) 
u u-1 

=/J(lnu-ln(u-1)) 
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=,Bln(-u) 
u-l 

( A. l l) -( x-µ) 
l+e P 

= ,8 In e -( x;) 

Plugging the solution for L; into (A.5) and recovering the integration limits gives, 

Simplify this by rearranging the second summand as, 1 

Evaluating (A.13) at the upper limit of integration gives, 

l 
(A.14) ,8 In - 

_f:.. 
e P + l 

while at the lower limit of integration it is, 

Subtracting (A.15) from (A.14) gives the solution to (A.4), 

1 1 1 
(A.16) L = ,Bln--_-!!. +-- ,+-µ -,Bln -('+µ) , 

l+e P l+e P l+e P 

which can be rearranged as, 

1 
Invert the argument of the log ftmction, take the minus sign in front, and multiply numerator and x-µ 

denominator of the argument by e P 
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1 l+e (';) 
(A.17) L = --,+-µ + /3 In _f!. 

l +e P 1+e P 

µ 

Multiply and divide the Iast ratio by eP to get, 

!!. 1 

l efl+e P 
(A.18) L= - - +/3 ln---

1+,, µ 

I+eP eP+l 

1 

and factor e P out of the numerator of this last ratio, 

1 l+µ 

P e P +I e 
1 

(A.19) L = --
1
+-µ + /3 In _ ___,___µ __ ....,_ 

l + eP eP+l 

Distributing the Iog (and reverting to E,-n (r/J,) = µ,) obtains, 

l+E,_.(¡11 ) 

l e P + l 
(A.20) L = - -~- 1+ /3 In 

l+E,_.(?,} ~ 

1+e JJ e P +1 

which is (6) in the paper. 

Proof of equation (12) 

Rewrite (7) more conveniently as, 

Differentiating with respect to /3 gives, 

dE (e ) E (e ) { e[l+E,_.(¡1,)]p-' eE,_.(?,)P-' } 1-n / - t-n ( + - l 1 + E - 2 - - 1 E - 2 d/3 - /3 /3 [1 E (¡, )]p-1 ( )[ 1-n (rp, )]/J E (? ¡p-• ( ) r-n (rpr )/3 1 + e + ,_. , l + e ,_. , 

(A.22) 
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and simplify to get, 

Pull /3 out and take common factor inside the brackets to get, 

(A.24) 

aE,_Jc,) _ I_ {E (e )- 1 + E (,1, )( 1 
ap - /3 1-n / e - [J-,.E,_,(;,)]¡r' + 1 t-n 'l't e-E,_,(iP¡},tr' + l 

( J

- 1 x - µ 

which using the fact Fx (x I E(X) = µ, /3) = I + e P gives, 

(A.25) 

oE,a~C,) = ~ {E,_Jc, )-Fx(xl EX =-1)+ E,_JrpJ[Fx(xl EX= 0)-Fx (x i EX =-l)Il 

Recognizing that the term in square brackets is identical to minus equation (9) gives (12). 
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Appendix II: Countries Included in Each Portfolio, Date of 
First CCR Observation, 1998 GDP and First Principal 

Component Weights2 

Portfolio: Africa 

NAME 

Algeria 
Angola 
Benin 
Botswana 
Burkina Faso 
Burundi 
Cameroon 
Chad 
Congo 
Congo Dem Rep-Zaire 
Ivory Coast 
Ethiopia 
Gabon 
Ghana 
Guinea 
Kenya 
Lesotho 
Liberia 
Libya 
Malawi 
Mali 
Mauritius 
Morocco 
Mozambique 
Namibia 
Niger 
Nigeria 
Senegal 
Seychelles 
Sierra Leone 
South Africa 
Sudan 
Swaziland 
Tanzania 
Togo 
Tunisia 
Uganda 
Zambia 
Zimbabwe 

FIRSTOBS 

SEP79 
SEP79 
MAR94 
MAR92 
SEP93 
MAR00 
MAR82 
MAR00 
SEP79 
SEP79 
SEP79 
SEP79 
SEP79 
SEP92 
SEP93 
SEP79 
MAR00 
SEP79 
SEP79 
MAR81 
SEP93 
SEP81 
SEP79 
MAR88 
MAR98 
MAR0 0 
SEP79 
SEP79 
SEP79 
SEP79 
SEP79 
SEP79 
MAR88 
SEP79 
MAR94 
SEP79 
SEP79 
SEP79 
SEP79 

GDP 

137 
12 

5 
9 
9 
4 

20 
6 
2 

35 
21 
35 

7 
32 
12 
28 

5 
3 

39 
6 
7 

10 
89 
13 

9 
7 

89 
12 

1 
2 

343 
35 

4 
16 

6 
48 
22 

7 
29 

PRINCOMP 

0 . 03 
0 . 13 

0 . 11 
0 . 23 
0.09 
0 . 21 

-0 . 00 

0 . 16 

0.39 
0 . 17 

0 . 13 

0.08 
0.16 
0.24 
0.33 
0.04 
0 .38 

0 .32 

0.05 
0 . 36 
0 . 25 
0 . 06 

2 The countries with missing Principal Component entries either lack 
full time series or were highly volatile and this volatility reflected 
mainly domestic events as opposed to regional ones (e.g. Iraq, Lebanon, 
etc . ). The reported figures under PRINCOMP are the entries of the first 
eigenvector of the covariance matrix of changes in CCR for the 
countries in each portfolio . They do not add to one, because only the 
l ength of the eigenvector has to be one. The weights used in the PC 
portfolios are proportional to these entries . 
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Portfolio: Middle East 

NAME FIRSTOBS GDP PRINCOMP 

Bahrain SEP79 9 0.20 
Cyprus SEP79 10 0.23 

' Egypt SEP79 193 0.20 
Iran SEP79 317 
Iraq SEP79 60 
Israel SEP79 101 o. 46 
Jordan SEP79 12 0.49 
Kuwait SEP79 45 
Lebanon SEP79 17 
Ornan SEP79 20 0.17 
Qatar SEP79 12 0.23 
Saudi Arabia SEP79 218 0.16 
Syria SEP79 41 0 .53 
United Arab Emirates SEP79 51 0.19 

Portfolio : Asia-Low Income 

NAME FIRSTOBS GDP PRINCOMP 

Afghanistan SEP93 21 
Bangladesh SEP82 177 
China SEP79 3779 -0.02 
India SEP79 2018 0 . 10 
Indonesia SEP79 490 0.78 
Malaysia SEP79 171 0.24 
Myanmar SEP91 59 
Nepal MAR88 27 
North Korea MARSO 23 
Pakistan SEP79 217 0 . 37 
Papua New Guinea SEP80 10 
Philippines SEP79 280 0.16 
South Korea SEP79 616 0.35 
Sri Lanka SEP82 55 
Taiwan SEP79 357 0 . 00 
Thailand SEP79 338 0 .19 
Vietnam MAR92 129 

Portfolio: Latin America 

NAME FIRSTOBS GDP PRINCOMP 

Argentina SEP79 424 0.35 
Bahamas MAR00 6 

Barbados MAR84 3 
Bolivia SEP79 18 0.38 
Brazil SEP79 1070 0 . 18 
Chile SEP79 126 0.23 
Colombia SEP79 239 0 . 09 
Costa Rica SEP79 20 O. 41 ·~ 
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Cuba MARSO 19 
Dominican Republic SEP79 36 0.24 
Ecuador SEP79 37 0.24 
El Salvador MAR81 24 
Grenada SEP81 o 
Guatemala SEP81 38 
Haiti MAR84 11 
Honduras SEP81 14 
Jamaica SEP79 9 0.10 
Mexico SEP79 714 0 . 25 
Nicaragua SEP79 9 0 . 35 
Panama SEP79 14 0.15 
Paraguay SEP79 23 0.10 
Peru SEP79 104 0.26 
Trinidad & Tobago SEP79 9 0 . 08 
Uruguay SEP79 28 0.13 
Venezuela SEP79 133 0 . 18 

Portfolio: Eastern Europe 

NAME FIRSTOBS GDP PRINCOMP 

Albania MAR92 10 
Belarus SEP92 65 
Bulgaria SEP80 39 
Croatia SEP92 30 
Czech Republic SEP79 126 0 . 14 
East Germany MARSO o 
Estonia MAR92 11 
Georgia SEP93 19 
Hungary SEP79 99 0 . 09 
Kazakhstan SEP92 67 
Kyrgyzstan MAR00 11 
Latvia MAR92 14 
Lithuania MAR92 23 
Moldova MAR00 9 
Poland SEP79 292 o. 72 
Romania SEP79 125 0.56 
Russia SEP79 907 0.23 
Slovakia MAR93 52 
Slovenia SEP92 29 
Tajikistan MAR00 6 
Turkmenistan MAR00 8 
Ukraine SEP92 157 
Uzbekistan SEP92 49 
Yugoslavia SEP79 27 0.30 

Portfolio: Western Europe - Low Income 

NAME FIRSTOBS GDP PRINCOMP 

Greece SEP79 147 -0 . 08 
Portugal SEP79 145 - 0.10 
Turkey SEP79 419 0.99 
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Portfolio: Asia - High Income 

NAME FIRSTOBS GDP PRINCOMP 

Australia SEP79 409 0.64 
Hong Kong SEP79 139 0 . 53 
Japan SEP79 2982 0 . 09 
New Zealand SEP79 61 0.52 
Singapore SEP79 80 0 . 18 

Portfolio: North America and Western Europe 

NAME FIRSTOBS GDP PRINCOMP 

Austria SEP79 187 0.17 
Belgium SEP79 241 0 . 31 
Canada SEP79 691 0 . 18 
Denmark SEP79 126 0.24 
Finland SEP79 106 0 . 28 
France SEP79 1248 0 . 26 
Germany SEP79 1807 0 . 10 
Iceland SEP79 6 0 . 40 
Ireland SEP79 67 0 . 41 
Italy SEP79 1173 0 . 26 
Luxernbourg SEP91 15 
Malta MAR94 5 
Netherlands SEP79 350 0.12 
Norway SEP79 116 0.16 
Spain SEP79 628 0 . 32 
Sweden SEP79 176 0 . 28 
Switzerland SEP79 191 0 . 06 
United Kingdom SEP79 1200 0.06 
United States SEP79 7904 0.06 

.. 
Portfolio : OPEC 

NAME FIRSTOBS GDP PRINCOMP 

Algeria SEP79 137 0.18 
Indonesia SEP79 490 O. 4 4 
Iran SEP79 317 
Iraq SEP79 60 
Kuwait SEP79 45 
Libya SEP79 39 0.36 
Nigeria SEP79 89 0 . 52 
Ornan SEP79 20 -0.05 
Qatar SEP79 12 -0.02 
Saudí Arabia SEP79 218 0.07 
United Arab Emirates SEP79 51 -0.03 
Venezuela SEP79 133 0.60 
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Portfolio: Emerging Countries 

NAME FIRSTOBS GDP PRINCOMP 

Argentina SEP79 424 0.43 
Brazil SEP79 1070 0.33 
Chile SEP79 126 0.40 
Colombia SEP79 239 0.14 
Greece SEP79 147 0.07 
India SEP79 2018 0 .02 
Indonesia SEP79 490 0.13 
Jordan SEP79 12 0.04 
Malaysia SEP79 171 0.07 
Mexico SEP79 714 0.32 
Nigeria SEP79 89 0.28 
Pakistan SEP79 217 0.02 
Philippines SEP79 280 0.34 
Portugal SEP79 145 0.08 
South Korea SEP79 616 0 .04 
Taiwan SEP79 357 -0 . 01 
Thailand SEP79 338 0.00 
Turkey SEP79 419 -0.23 
Venezuela SEP79 133 0.32 
Zimbabwe SEP79 29 0.19 

Portfolio: Group of Seven Industrialized Nations 

NAME FIRSTOBS GDP PRINCOMP 

Canada SEP79 691 0 . 45 
France SEP79 1248 0.57 
Germany SEP79 1807 0.26 
Italy SEP79 1173 0.61 
Japan SEP79 2982 0.01 
United Kingdom SEP79 1200 0.11 
United States SEP79 7904 0 . 15 
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APPENDIX 111 

PLOTS OF SURPRISE CREDIT REVISIONS BY PORTFOLIOS 

FOR THE FIVE CREDIT FORECASTING MODELS 

:, 
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