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Abstract 

In this paper we look at the derivation of a monthly indicator of GDP, using information from available 
monthly series which provide an indication of short-term movements in output. Those series, such as 
industrial production or retail sales, are routinely examined to draw inferences about the state of the 
economy as a whole. They are, however, used as broad proxies for GDP. We propose instead a formal 
met.hod based on a dynamic regression model, linking an underlying high-frequency relationship between 
GDP components and a number of indicator variables. An application to the components of the output 
measure of GDP for the United Kingdom is presented. 

This paper summarises the results of a project initially done for the Office for National Statistics (ONS) of 
the United Kingdom, and jointly supported by H.M. Treasury. It has been brought to the state described 
here a t which estimates of UK real GDP are produced on a monthly basis, with support from ESRC 
research grant 1116251012. A steering committee has provided very useful feedback during the early part 
of the work. Richard Ciare, Geoff Reed, Keith Vernon and Colin Yeend have been particularly helpful in 
providing us with both data and suggestions. Any errors remain our own. 
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1 The Motivation for Monthly National Accounts 

A range of monthly series are currently available giving indications of short-term movements in output.. In 

thc United Kingdom, as in most other countries, these indicators provide only an incomplete picture of the 

output measure of GDP. However, as the only available information, they are nonetheless already exploited 

in various ways: financia! commentators routinely examine monthly data on retail sales, the trade figures, 

and the output of the production industries; academic researchers exploiting high frequency econometric 

techniques make use of one or other of these series as the best available proxy for a broader measure of 

demand or output. 

If these monthly data are to be used to draw inferences about the state of the economy as a whole, then 

it is desirable that there should be sorne formal procedure for grossing them up to represent the whole of 

GDP. Such a procedure is likely to produce estimates of GDP which are less satisfactory than those which 

might be produced by direct measurement. On the other hand, it is almost certainly more satisfactory 

than simply making a rough inference from whatever happen to be the latest numbers available. 

The Office for National Statistics in the United I<ingdom used to publish lagging, co-incident and 

leading cyclical indicators for the UK. They were calculated by O'Dea (1984) using a variant of the 

methods developed by the United States' Bureau of Economic Analysis and now maintained there by the 

US Conference Board. In their earlier stages it was unclear what represented the 'business cycle' but 

by the end of their life the indicators were meant to represent cyclical movements in real GDP. They 

were abandoned mainly because the forecasting power of the leading indicator was negligible. It was also 

the case, however, that the co-incident indicator was constructed by interpolating quarterly GDP; the 

interpolation was done using industrial production and retail sales as indicators but in a manner which 

was uninformed by statistical theory; it seemed logical that, if this indicator was to be replaced it should 

be replaced by an indicator of monthly GDP1 in constant prices estimated using clearly specified methods. 

This paper describes a component by component approach to the construction of such an indicator. 

1Stock & Wat.son (1989) argue for the use of a latent variable representing 'the state of the cycle' as a monthly indicator 
of economic activity. They suggest that this has the merit of not being affected by, for example, fluctuations of agricultura) 
output; the latter do influence GDP. We have found, at least in the UK, that data users are familiar with the concept of GDP 
and rather less so with the idea that the state of the business cycle might be represented by a latent variable. By work.ing 
with output components it is possible for interested users to look at movements in the output of industry and market services 
as a means of representing the output of the business sector. 
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Componcnt 

Agriculture and Fisheries 
lndustry 
Construction 
l\farket Services 

Non-market Services and 
Ownership of Dwellings 

Availability of 
data/indicators 

Few 
100 % data availaible 
lndicators available 
Strong correlations 
with other indicators 
None 

% of GDP 
(1990) 

1.9 
27.7 

7.2 
42.0 

21.2 

Table 1: Data coverage far monthly constant price accounts (output components) 

Regarding the availability of monthly data, the components of the output2 measure of real GDP fall 

into four broad categories: series for which data are already available; series for which there are obvious 

indicators; series which may bear systematic relation to other (possibly not directly related) monthly series; 

and series for which no monthly information is available. lt is questionable whether interpolands of this 

last group of variables include any extra information. On the other hand if a monthly indicator of the 

whole of GDP is to be produccd, it is necessary to interpolate t hese variables as well as those for wh.ich 

monthly indicators do exist. And, as we show in table 2, the sectors facing this difficulty (Agriculture and 

Public Services) contribute very little to the overall variability of GDP. 

The published quarterly real GDP data have the property that the components of output do not add up 

to the total. This is because undisclosed 'other information' is used in addition to the information provided 

by the output series. This means that, in arder to provide monthly series consistent with published GDP, 

which we denote as GDP(A), or average GDP, we have to allocate the residual between GDP(A) and the 

estímate of GDP calculated from the output indices alone, which we denote as GDP(O) . This is discussed 

in section 6. 

Table 1 shows the breakdown of the main components of output on this basis. However, the importance 

of each sector to GDP, shown in the last column may be a misleading indicator of the importance of each 

sector as a contribution to the variance of GDP. Table 2 shows the covariance matrix of the quarter on 

quarter changes to each component of GDP, with the variables themselves weighted by their share of GDP. 

2T here are two important reasons for using the output measure as our reference point. First of all the ONS regard this as 
the single best indicator of short-term movements in economic activity. Secondly, the expenditure measure does not offer a 
satisfactory alternative because there is no obvious means of interpolating changes to inventories whlch are very volatile. 
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Industry Construction Agriculture Non-market Market 
Serviccs Services 

Industry 0.2825 0.00323 -0.0011 0.0001 0.1190 
Construction 0.0322 0.0013 0.0031 0.0415 
Agriculture 0.0027 -0.0011 -0.0026 
Non-market Services 0.0089 0.0042 
Market Services 0.1937 

Table 2: The Covariance of Components of Output. This table shows the covariances of quarterly percent
age changes weighted by 1990 output weights. Estirnation period 1973Ql-1998Ql. 

Taking the two tables together, the chance of finding a good monthly indicator of changes to output 

is higher than the first table suggests on its own. There is no monthly indicator of fluctuations of output 

by public sector services; despite the fact that they arnount to over 21 % of GDP, their contribution to the 

overall variance of GDP is very small, so that the absence of indicators does not matter much. The largest 

source of variance is industrial production, for which definitive monthly data exist. The second-largest 

source is market services, for which there are sorne monthly indicators. 1vloreover, the covariance between 

movements in market service output and movernents in industry output suggests that monthly industrial 

production data, in sorne form or other, are going to be a useful guide to what happens to the market 

service sector. 

The main purpose of this paper is to describe how an indicator of monthly GDP can be constructed; 

we also present a summary of the interpolation method using indicator variables and an account of the 

technique we use to complete the picture for those series for which there are no indicator variables present. 

A full account of the interpolation method using indicator variables, with the results of Monte Cario tests, 

is presented by Salazar, Smith & Weale (1996)). 

2 Estimation 

In practice, there are two reasonably distinctive approaches to the problem of interpolation. The first 

method relies on the estimation of a regression equation linking low-frequency to high-frequency data. 

This approach was developed from the early work of Friedman (1962) by Chow & Lin (1971), Ginsburgh 

(1973) and Fernandez (1981) with the question of the estimation process being considered by Palm & 

Nijman (1984). It has the attraction that regression equations similar to those used in conventional econo

metric research and macroeconomic models are estimated. An underlying regression equation is produced 

explaining the low-frequency data by means of suitable aggregates of high-frequency data. Interpolands of 

low-frequency data can then be produced by means of the regression equation using coincident information 
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about the high-frequency data. In producing coincident data, of course, extrapolation is required until low 

frequency data becornes available. Cerrado (1986) describes an application of Fernandez's rnethod to the 

United States' national accounts. 

T he second approach, suggested by Harvey & Pierse (1984) and Harvey (1989) relies on a state-space 

model, estimated by rneans of a Kalman fil ter. This method is often difficult to apply when there is a large 

number of possibl~ i·;t"erpolators, and a regression-based method has the advantage of clarity provided that 

it can <leal adequately with dynarnic issues. Regression methods are used by sorne statistical offices ( e.g. 

in France and Italy) in the construction of quarterly data. 

Chow & Lin (1971) suggested that the quarterly estimates of the interpoland should be regressed on 

the quarterly aggregates of monthly data which would then be used to interpolate the quarterly variable. 

The regression equation can be used to 'forecast' t he interpoland on a monthly basis and least-squares 

adjustment of the type suggested by Stone, Champernowne & J.E.Meade (1942) is then used to make the 

monthly forecasts of the interpolands consistent with the known quarterly data. The extension of this 

rnethod by Fernandcz (1981) did not change this basic approach. 

There are two shortcomings of Chow and Lin 's method. Firstly, their approach relies on the quarterly 

regression equation being expressed in the levels of the variables of interest and they show how the monthly 

interpolands can be adjusted so that they add up to the known quarterly totals. 1'1ost regression equations, 

however, are usually expressed in logarithms so as to avoid problerns of heteroscedasticity. And obviously, 

the logarithms of three monthly estimates do not add up to the logarithm of the quarterly estimate. 

Secondly, the method, because it pre-dates much of the work which has been done on dynamic mod

elling, <loes not accomodate the possibility that there may be sorne dynamic structure linking the indicator 

variables to the interpoland. While the technique does not require the assumption that the regression errors 

are white noise, the specification of patterns of serial correlation does not offer a satisfactory alternative to 

the specification of a general dynamic structure (Hendry & Mizon 1978). Our procedure deals with both 

of these shortcomings and is t herefore an important generalization of Chow and Lin's method. 

Consider the following dynamic monthly regression equation linking the j = 1, ... , k observed indicator 

variables { :L1,u} to the unobserved monthly interpoland Yt,u 

k 

o:(L)f (Yt,u) = f3o + L,/3j(L)a,{u + €t,u , 
j = l 

(1) 

for u= 1, 2, 3 and t = O, 1, ... , T. In (1), the subscript t indicates the particular quarter and the subscript 

u denotes the month within the t-th quarter, Lis the monthly lag operator, so o:(L) = 1- Ef=1 o:¡Li and 

/3i (L) = E!::o /3j,kU are scalar lag polynomials of orders p and qi, respectively, operating on the unobserved 

monthly dependent variable f(Yt,u) and the observed monthly indicator variable {XÍ,u}- The functional 
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form f( .) used in constructing the interpoland in (1) is assumed known. T he possibility that t he dependent 

variable f(Yt ,u) in {1) is a non-linear function of the interpoland Yt,u reflects a frequent occurence in applied 

macro-econometric research; for example, a lo¡;arithmic transformation is often employed. Of course, the 

exogenous indicator variables { XÍ,u} may themselves also be transformations of other underlying variables. 

I t is assumed t hat the lag lengths p and QJ are chosen sufficiently large so that t he error terms { Et,u } may 

be assumed to possess zero mean, constant variance, and to be serially uncorrelated and uncorrelated with 

lagged values off (Yt,u) and current and lagged values of { 1{u}. 

The regression equat ion {1) is quite general. For example, 

a) if a¡ = O for ali i > O, then the model is essentially static in t he leve! of f(Yt,u); 

b) if a 1 = -1 anda¡= O for a li i > 1, then the model involves the monthly first difference of f(Yt,u )

Other values for the parameters {a¡} allow a general specification of the dynamics in (1). In the special 

case in which the sum of the coefficients on the dependent variable is unity, that is L¡ a¡ = 1, the left hand 

side of (1) may be re-expressed as a scalar lag polynomial of order p - 1 operating on the first difference 

of t he dependent variable f (Yt,u), When Li a¡ =/- 1, there is a long-run relationship linking f (Yt,u) and 

{1{u}i in particular, if f(Yt,u) and {1{u} are difference stationary, there exists a co-integrating relationship 

between /(Yt,u ) and { 1{u}. Furthermore, in this case a test of the restriction Li a¡ = 1 corresponds to a 

test of the null hypothesis that t here is no co-integrating relationship; see Engle & Granger (1987). 

Estimation of the unknown parameters in (1) is not completely straightforward. The rnonthly variables 

f(Yt,u) are not observed whereas we do observe the quarterly aggregates of the interpolands {Yt,u} 

3 

Yt = LYt,u• 
u= l 

Firstly, we need to aggregate {1) appropriately to yield a regression equation involving only the observable 

quarterly aggregates Yt = L~= l Yt,u, which is then feasible for estimation, and secondly, we will need to 

<leal with the implications of aggregation for the error structure of the resultant regression equation. 

We may transform (1) into a regression equation involving only third-order lags of f (Yt,u) by pre

multiplying by a suitable polynomial function of the monthly lag operator L, whose coefficients will depend 

on { a¡}. For simplicity, we <leal only with the case in which the maximum lag length p = 1, hence a(L) = l 

a 1L.3 Multiplying (1) t hrough by 1 + a 1L + arL2 yields 

3 In t.he application, we limit ourselves to this case. More generally, the lag polynomial o(L) is factored in terms of it.s roots 
and each factor may then be treated using the method in this paper. See Salazar et al. {1996)). 
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Consequently, in thc transforrned regression equation (2) f (Yt,u) depends on its value three months pre\i

ously as well as on thc exogenous indicator variables . Aggregating (2) across the t-th quarter we obtain 

(3) 

If (3) had been expressed in terms of Yt,u rather than f (Yt,u) it would now involve the quarterly 

endogenous variable Yt and, t hus, be feasible for estimation. To obtain an operational formulation of (3), 

we exploit t he mean value theorem and express f(Yt,u) = J(fit) + f' (Yi,u)(Yt,u - fit), where fit = yt/3 is the 

monthly average in quarter t and YÍ,u lies between Yt ,u and fit• If the error of approximation Yt,u - fit is 

relatively small, we have 

3 

L f (Yt,u) == 3/(fit) (4) 
u=l 

note that the errors of approximation sum to zero; viz. L~=l (Yt,u - fit) = O. For a logari thmic transfor

mation, the approximation becomes 

3 

¿ In Yt,u == 3 ln Yt - 3 In 3 (5) 
u= l 

which can be seen to be equivalent to replacing the quarterly value L~=l In Yt ,u by three times the geometric 

mean of the monthly values 'Yt,u, u = 1, 2, 3. The geometric mean is never larger than the arithmetic 

mean, but if monthly movements are small compared with the monthly average, the approximation error 

introduced should be of little importance. 

As a result, the substitution of the approximation ( 4) into (3) provides a regression equation feasible 

for estimation. Note that the covariance structure of the error terms in (3) is a function of the parameter 

0'1. In the results that follow, we use maximum-likelihood estimation.4 We show, in Salazar et al. (1996)) 

how to estimate the variance matrix of the resulting interpolated data. 

3 lnterpolation without lndicator Variables 

Table 1 indicates that there are some sectors, agriculture and mainly public sector services, for which there 

are no obvious indicator variables available. One could nevertheless estímate (3) as a pure autoregression. 

However, the application of this approach to the public sector raised an interesting practica! problem. The 

estimated coefficient ai in (3) was of the order of -0.2 when estimated on quarterly data. Extracting 

4If the lag coefficient is known, perhaps because the rnonthly model reduces to one in fust differences, the maximum
likelihood solut.ion is that offered by Generalized least squares. For the more general case Salazar et al. (1996)) study the 
properties of the GLS and ML est.imators of the parameters /Jo, {a;} and {/J;,1<} via Monte-Cario experirnents when the error 
terms { Et,u} are independently and identically distributed normal varia tes. The technique peformed well on samples oí the 
size whkh we have available for practica! estirnation. 
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the cube root to estimate a 1 in (1) yiclded figure of about - 0.6. This implics an implausible amount of 

month-on-mont h movement for a variable which is generally bclieved to be smooth. We felt it would be 

better to look for a method which preserved the gencrally-accepted smoot hness of the series. 

Thcrefore, we constructed preliminary estimates of the monthly data {y1,u} from a simple two-sided 

moving average fil ter employi ng equal weights in terms of the monthly averages¡ that is 

iít,1 = 2ytf3 + Yt-i/3, iít,2 = fit, iít,3 = 2ytf3 + fit+i/3 

where fit = Yt/3. We then assume the unobserved monthly data are linked to these preliminary estimates 

by the approximate model 

(1) 

where ~ 1 = 1 - L is the monthly difference operator and Et,u is as in section 2. Again, the functional 

transformation J(.) used in the application discussed in section 5 is logarithmic. 

4 Reconciliatíon of the Interpolands 

The estimators of the parameters of the monthly regression equation (1) may t hen be used to produce fitted 

values of the interpolands {Yt,u}, These fitted values, however, need to be reconciled with the observed 

quarterly data {yt}. Our estimate of {yt,u} minimises the sums of squares of the residuals in the regression 

equation (1) subject to the constraint that the interpolated monthly values in each quarter sum to the 

known quarterly totals, that is, ¿~= l Yt ,u = Yt· 

For simplicity, we again confine attention to t he first arder case, by setting p = l. There are observations 

available on the quarterly totals Yt for quarters t = 1, .. . , T. Firstly, recall (1) 

k 

f (Yt,u) = a if(Yt,u-1) + f3o + ¿/3j(L)1{u + lt,u 
j=l 

(1) 

where, for t = 1 (the first quarter in the sample), u = 2, 3 and for t = 2, ... , T (the remainder of the sarnple) , 

u= 1, 2, 3. At this stage the problem reduces to optimising the Lagrangean 

3 T 3 T (3 ) 
~ Ei_u + ~ ~ E~,u + ~ At ~ Yt,u - Yt (2) 

where At is the Lagrange multiplier associated with the constraint ¿~=l Yt,u = Yt over t = 1, ... , T. The 

first-order conditions are given by 

(3) 

where E1,1 = O, ET+1,1 = O, u = 1, 2, 3, t = 1, ... , T, and 'v is the derivative operator. 
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Equation (3) can be solved jointly with the adding-up constraints, L~=I Yt,u = Yt over t = 1, ... , T to 

produce estima tes of the interpolands Wt,u}, u = 1, 2, 3 and the Lagrange multipliers .>.t, The solution is 

inhercntly nodinear, because the derivatives V/(.) in (3) are a function of the estimated interpolated data 

Wt,u} which, in principie, necessitates thc use of itera ti ve methods. However, when the transformation / (.) 

is logarithmic our experience indicates that the derivatives V/(.) in (3) may be satisfactorily evaluated at 

the monthly average fit of the corresponding quarterly total Yt, hence avoiding further iteration. Further 

details concerning the solution of (3) are presented in Salazar et al. (1996)). 

At the same time as interpolating the data, we are a ble to produce estimates of approximate expressions 

far t he variances and covariances of the estimated interpolands {:ih,u}- Including only terms of arder Op(l), 

the source of error due to the estimation of the regression parameters is irrelevant, at least asymptotically. 

Hence, only the random component represented by the error terms { €t,u} is pertinent. Details of the 

requisite calculations are provided in Salazar et al. (1996)). 

In the case when there are no indicator variables available, the approach to interpolation is essentially 

similar. It is necessary rnerely to substitute the expression far lt,u given in (I) into the Lagrangean (2). 

Dctails far the calculations of the interpolands and their approximate variances are set out in Appendix 

A. 

5 Monthly Estimates of Constant Price GDP 

5.1 Indicators for the Output Measure of GDP 

The calculation of monthly estimates of output is done in three cornponents. For the industries covered 

by the index of production, the index values simply indicate monthly output. Output is broken clown into 

faur further groups. For agriculture and public sector services we have to use the mechanical method of 

section 3, while far construction and private sector services we can use the indicator-variable approach of 

section 2. Our interpolated series begin in 1984, because the data on the output of materials used by the 

construction industry are not available befare 1983. 

Ag,·iculture and Public Sector Services 

Far these two categories, there is no relevant monthly indicator variable, and there is no obvious reason 

to suppose that the output of agriculture (CKAP) or of other services (CKJC), the latter mainly ownership 

of dwellings and services produced by the public sector, should be closely linked to the various monthly 

data which do exist. 

Table 3 suggests that these cornponents of the output index are stable in logarithmic first differences. 

Accordingly, we apply the method set out in section 3 and Appendix A, interpolating the data on the basis 

of the quarter-on-quarter growth rate (assumed to relate from mid-month to mid-month of each quarter), 
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but minimising the sum of the squared month-on-month changes which arise subject to the requirement 

that the monthly data add to the quarterly estimates. 

Variable 
Agriculture 
Non-marketed Scrvices 

Code 
CKAP 

x Order 6-x 
-0.794 11 -3.154 
-2.441 3 -3.261 

Order 
10 
7 

log(x) 
-0.783 
-2.820 

Estimation Period: 1973Ql-1998Ql 

Order 
11 
3 

Table 3: ADF tests for Agriculture and Non-market Services 

6 log(x) 
-3.326 
-3.350 

Order 
10 
7 

The standard errors of the error terms in the model of section 3 are estimated using the procedure 

described in Appendix A. We find that, for agriculture the standard error is 0.41 %, while far public sector 

services it is 0.10%. However, these standand errors apply to the percentage growth rate from one quarter 

to the next befare the adding up-constraints are taken into account. After allowance is made for these, 

we find that the average standard error in the level of the monthly data, measured as a proportion of its 

interpolated value, is 0.22% for agriculture and 0.06% for public sector services. The average monthly 

errors in the rates of change have to be calculated from the variance-covariance matrix of the interpolands, 

as shown in Appendix A. These are 0.33% for agriculture and 0.08% for public sector services. 

Private Sector Services 

The output of prívate sector services was interpolated by means of indicator variables. A preliminary 

search on quarterly data (making no adjustment for the moving-average error process) suggested that the 

growth in prívate-sector service output was related to growth in retail sales, to growth in manufacturing 

output (but not to the movements in the other components of the index of production) and to growth in 

imports of goods (using the Overseas Trade Statistics data). 

Variable Code X Order 6-x Order log(x) Order í:!J. log(x) Order 
Quarterly variable 
Market Services PSSl -1.924 8 -2.931 8 -2.226 9 -3.543 8 
Monthly variables 
Retail Sales FAAM -2.371 7 -4.686 8 -2.483 4 -5.221 8 
Manufacturing MANU -2.574 15 -3.872 16 -2.531 15 -3.911 16 
Imports MOTS -1.875 13 -4.977 12 -2.615 13 -5.287 12 

Estimation Period: Quarterly variable 1973Ql-1998Ql, Monthly variables 1973Ml-1998M3. 

Table 4: ADF test.s far Market Services and related Monthly Indicators 
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Ali the explanatory variables were I( l ), as table 4 shows. No coint.egrating vector could be identified 

linking the variables.In conscquence, the underlying monthly equat ion links first differences in the indicator 

variables to first differcnces in the interpoland. The regression exercise led to the equation shown in table 3. 

This suggests that, while our indicators, manufacturing output, retail sales and imports may be reasonably 

good indicators of móvements of prívate service output there is no long-run relationship between output 

of prívate services and these indicators. That should come as no great surprise; it indicatcs that the 

components of the sector which are not reflccted in our indicators may follow stochastic trends of their 

own. 

This equation is possibly the most important too) in the interpolation of constant price GDP. The 

diagnostic tests are ali satisfactory, and the within-sample fit is good, with an R2 in terms of t he change 

in services output of 0.7 and a standard error of around 0.4%. 

Table 5: Regression for Private Sector Services output 

Dependent Variable is .6.ln Market Services 

Variable Code coef. t-val. s.e. 
Constant 0.004 5.233 0.001 
6.1-n RetailSales_o faam 0.368 6.831 0.054 
.6./n Manufacturing_o manu 0.116 3.283 0.035 
.6./n RetailSales- 1 faam 0.128 1.985 0.064 
.6./n Imports-1 mots 0.057 3.417 0.017 

DW R2 s.e. 
2.114 0.7269 0.00396 

Sample Period: 73Q3 to 98Ql 
Extrapolation Period: 98M4 to 98M9 

Chow Test (forecast adequacy) F(4,90) = 0.4575 [0.7667] 

Theil test based on forecast mean = 1.176 

Theil test based on lagged value = 3.376 

Bera-Jarque normality test= 3.305 [0.1915] 

Serial correlation: F(l,93) = 0.4113 [0.5229] F(4,90} = 0.3183 [0.8651) 

ARCH test: Chi(l} = 0.6416 [0.4231] Chi(4} = 2.155 [0.7073) 

Chow test (parameter stability) , F(5,89} = 1.126 [0.3526) 

MSE of estimate of level data : 0.22% 

MSE of month-on-month growth rate : 0.05% 

MSE of rolling quarter-on-quarter growth rate : 0.03% 
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Construction 

The estimate of a regression far construction output is complicated by the fact that sorne of the 

potentially-important indicators do not, become available unt il the 1980s. For the period f1 Jm 1983Q4 until 

1993Q4 we have estimated an equation explaining movcrnents in construction output from movements in 

output of const.ruct.ional steelwork, orders received in volume terms and output óf non-plastic building 

materials. This is less satisfactory than the market services' equation in a number of respects. First of 

ali, the ADF statistics in table 6 are consistent with the view that, with the exception of orders received , 

the series even in first differences include unit roots. We have taken the view that the ou tput data in log 

first differences are in fact stationary. Secondly, the Chow test suggests that parameter instability may be 

present; we were unable to find an equation using plausible indicators which avoided this problem unless 

it was estimated over a rather shorter period. 

Variable Code X Order b.x Order log(x) Order 6. log(x) Order 
Quarterly Variable 
Construction Output BAEM -2.475 5 -3.183 1 -2.566 9 -2.351 6 
Monthly Variables 
Orders Received FEAZ -2.244 5 -11.062 4 -2.171 16 -10.787 4 
Steelwork Output FFAA -2.147 17 -2.831 16 -2.138 17 -2.906 16 
Other Bldg. 1'1at. Out. FFBB -2.355 15 -2.126 18 -2.350 15 -2.175 18 

Estimation Period: Quarterly variable 1983Ql-1998Q2, Monthly variables 1983Ml-1998M6. 

Table 6: ADF tests far Construction output and related Monthly Indicators 

With these shortcomings in mind, the error correction mechanism suggests that construction output is 

related to orders received in levels, but the relationships with the two components of manufacturing output 

relate only to differences. This seems very plausible; provided the two series have similar coverage one 

would expect construction output and orders received to have a common stochastic trend . The regression 

results far the interpolation of this component are shown in table 8. 
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Table 7: Regression results for Construction output 

Dependent Variable is In Construction Output 

Variable Codc coef. t-val. 
ln ConstructionOutpuL1 baem 0.982 138.242 
ln OrdersReceiued_¡ feaz 0.021 3.362 
Constant -0.014 -0.399 
b.ln SteelworkOutpuL¡ ffaa 0.140 3.169 
b.l n OthBu-ildM atsOutpuL 1 ffbb 0.307 4.048 
b.ln SteelworkOutpuL2 ffaa -0.107 -2.491 
b.ln OthBuildMatsOutpuL2 ffbb -0.175 -2.238 

DW R2 s.e. 
2.323 0.9834 0.009612 

Sample Period: 83Q3 to 98Q2 
Extrapolation Period: 98M7 to 98M9 

Chow Test (forecast adequacy) F(5,48) = 0.996 [0.4303] 

Theil test based on forecast mean = 0.9903 

Theil test based on lagged value = 0.7554 

Bera-Jarque normality test = 1.559 [0.4586] 

s.e. 
0.007 
0.006 
0.036 
0.044 
0.076 
0.043 
0.079 

Serial correlation: F(l,52) = 1.679 [0.2007] F( 4,49) = 0.6398 [0.6367] 

ARCH test: Chi(l) = 1.284 [0.2572] Chi( 4) = 2.232 [0.6933] 

Chow test (parameter stability), F(7,46) = 3.043 [0.01024] 

MSE of estimate of leve! data : 0.60% 

MSE of month-on-month growth rate : 0.90% 

MSE of rolling quarter-on-quarter growth rate : 0.39% 

6 The Residual Error 

Until 1990 there were three estimates published estimates of GDP calculated from output, income and 

expenditure data. Since then there has been a single measure of GDP which is output-based. Nevertheless, 

there are discrepancies between the published measure of GDP and the figure that can be calculated from 

the output indices5 • 

We <leal with this problem by aggregating the four monthly series described above together with 

industrial production to give an estimate of the output measure of GDP. We then use this as an indicator 

variable to interpolate the published measure of GDP, using the method described in section 3, but imposing 

5See, for example, footnote 2 on p. 28 of Economic Trends, July 1996 
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a unit coefficient on the output measure of GDP instcad of estimating it by regression. \Ve did not use 

a regression because the discrcpancy is always greater with more recent data and is subsequently revised 

away 

7 The Reliability of Estimates of Monthly GDP 

The actual standard errors of the interpolated data depend on the period in question. table 9 presents the 

standard errors for the output measure of GDP, calculated as described above, for each of the months in 

the quarter, together with the mean standard errors associated with estimates of the month-on-month and 

rolling quarter-on-quarter changes in the interpoland. 

Month in 
quarter 

1 
2 
3 

Levels 
(%) 

0.1115 
0.0856 
0.1112 

Month on 
month (%) 

0.1302 
0.1646 
0.1645 

Quarter on 
quarter (%) 

0.1039 
0.1037 
0.0000 

Table 9: Standard errors in GDP(O) 

Table 10, in turn, shows the mean of the standard errors of the estimates of the published measure of 

GDP. These figures reflect t he extra component arising from the discrepancy between GDP(O) and the 

published measure 

Month in 
quarter 

1 
2 
3 

Levels 
(%) 

0.1174 
0.0891 
0.1171 

Month on 
month (%) 

0.1383 
0.1775 
0.1774 

Quarter on 
quarter (%) 

0.1090 
0.1088 
0.0000 

Table 10: Standard errors in GDP(A) 

In general, the interpoland standard errors appear to be quite stable, and the results are consistent with 

the mechanics of the interpolation procedure. The standard errors associated with GDP(A) are slightly 

larger than those of the output measure, GDP(O). This is because we do not have the monthly information 

needed to interpolate expenditure and income components. 
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8 Conclusions: Monthly Estimates of GDP 

Table 11 shows our interpolated estimates of the components of GDP, together with an aggregate out put 

estímate calculated by adding up the components using 1990 wcights (the GDP{O) colurnn) and the 

interpolated published figure of GDP (the GDP(A) colurnn.) In both cases the monthly data are fully 

consistent with published quarterly data. Figure 1 shows the rnonth on month and rolling quarter on 

quarter percentage changes in GDP(A), from January 1985 to July 1998. 
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Figure 1: Month-on-month and rolling quarter-on-quarter growth rates of monthly GDP estirnates, 

1985Ml-1998M7. 

Our approach provides a robust procedure far the estimation of monthly national accounts. Quantifi

cation of measurement errors is an essential part of any data estimation. In this case, until more data 

are collected or improvements to the estimation methodology are made, the estimates of standard errors 

provide an indication of the precision with which inferences can be made about the state of the economy 

in any particular month. 

A rather separate question concerns the utility of the data in a statistical sense. One would not expect 

monthly data to add very greatly to our understanding of the long-term performance of the economy. 

However, at a bare mínimum our approach produces monthly indicators of the main components of the 

national accounts which are, over historical periods (due to the imposition of adding-up constraint.s) un

ambiguously superior to the existing available monthly indicators, which must at present, perforce, be 

used as proxies far the desired series. Since, as we note above, the underlying equations of key importance 
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Period In<lustry Agriculture Construction i\farkct Non-markct GDP(O) GDP 
Serviccs Scrvices 

Jan 1997 109.0 93.4 91.7 118.7 108.3 111.4 111.2 
Feb 1997 108.7 93.7 93.0 119.6 108.3 111.8 111.6 
Mar 1997 108.3 94.0 92.5 120.0 108.3 111.8 111.6 
Apr 1997 i'09.3 94.4 93.2 120.2 108.3 112.2 112.0 
May 1997 108.3 94.4 93.5 121.7 108.3 112.6 112.4 
Jun 1997 110.0 94.0 93.2 122.2 108.4 113.2 113.0 
Jul 1997 110.8 93.2 93.0 122.8 108.5 113.7 113.5 
Aug 1997 110.2 92.6 93.7 123.4 108.6 113.9 113.7 
Sep 1997 109.9 92.3 92.6 122.8 108.7 113.5 113.3 
Oct 1997 109.6 92.3 95.0 124.7 108.9 114.4 114. 1 
Nov 1997 109.1 92.4 93.2 125.4 108.9 114.4 114.2 
Dec 1997 109.2 92.5 95.0 125.3 108.9 114.5 114.3 
Jan 1998 108.9 92.8 95.4 126.5 108.9 115.0 114.7 
Feb 1998 108.6 92.9 96.9 126.0 108.8 114.8 114.6 
Mar 1998 109.5 93.0 96.7 126.6 108.8 115.3 115.1 
Apr 1998 110.8 93.0 96.4 126.6 108.8 115.6 115.4 
May 1998 109.1 93.0 96.6 127.5 108.7 115.6 115.3 
Jun 1998 110.2 93.0 95.9 127.5 108.7 115.8 115.5 
Ju) 1998 110.7 93.0 94.8 127.8 108.8 116.0 115.7 

Table 11: 1vlonthly Output Estimates, 19971\ill to 1998M7. 

in interpolating the major aggregates also have good explanatory power, appear stable on the standard 

diagnostic tests, and perform respectably out of sample, it seems likely that there will also be significant 

additional useful information on movements within a given calendar quarter, and when the approach is 

used for pure extrapolation. This is an important tapie for further investigation; however it líes outside 

the scope of the present study. 
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Appendix A: Interpolation without Indicator Variables 

A.1 Data Estimation 

When there are no indicator variables available, we adopt the following model as in (1): 

(A. l ) 

u = 2, 3, t = 1, u = 1, 2, 3, t = 2, ... , T, where 6 1 is the first difference operator and yh denotes the 

vector of monthly data constructed by the crude interpolation method described in section 3. Effec

tively, (A.l) corresponds to equation (1) section 2 with O'¡ = 1 and /3o + ¿j=l /3j(L)xf,u set equal to 

(6¡f(ij¡,2), 61/(ih,3) , .. . , 6.1/(flr,3))'. The solution for the interpolands, Yt,u, u= 1, 2, 3, t = 1, ... , T , may 

be obtained from equat.ion (2) of section 4. 

A.2 An Approximate Variance for the Interpolands 

In order to estímate the error variance a-¡, we proceed as in section 2. Firstly, multiply (A.1) by the lag 

polynomial 1 + L + L2 . Hence, 

(A.2) 

where 63 = 1 - L 3 and Ut,u = (1 + L + L2)Et,u· Secondly, aggregating (A.2) across quarter t gives 

3 3 3 3 3 
L f(Yt,u) - L f(Yt-1,u) = L f(flt,u) - L f(fít-1,u) + L Ut,u · 
u=l u=l 

(A.3) 
u=l u=l u=l 

Applying the approx.imation ( 4) of section 2 to (A.3) results in 

3 3 

3[/(ilt) - fÜh-1)] == L f(iit,u) - L f(fít-1,u) + Ut, (A.4) 
u=l u=l 

where ·ut = L~=l Ut,u· Now, Ut in (A.4) is a moving average process of order 1 with var{ut} = 19a¡ and 

cou{ Ut, Ut-d = 4a;. Hence, neglecting the approximation error in (A.4), an unbiased est.imator for t he 

error variance a; is given by [I:f=2 ur + 2 LT=3 UtUt-11/[27(T - 1) - 8]. 
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