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árboles de clasificación”
Resumen

A partir de la pandemia de COVID-19, hubo un debate acerca de la implementación de
restricciones, principalmente la cuarentena. Sin embargo, uno de los argumentos en con-
tra giraba en torno a la psicología: la movilidad limitada y, para muchos, el desempleo
temporal, podrían representar un gran desafío para el bienestar personal. Dada la natu-
raleza compleja de la salud mental individual, este trabajo busca comprender algunas de
las características que subyacen al malestar psicológico, y cómo la presencia o ausencia de
algunos indicadores puede ser clave para comprenderlo mejor. Utilizando la información
de la encuesta NHIS, se ha generado un modelo predictivo a través de Random Forest en
el entorno de Python. Los resultados muestran que las limitaciones físicas, las restric-
ciones económicas y la calidad del sueño, entre otras, poseen una gran relevancia para
comprender el malestar psicológico.

Palabras clave: Salud, psicología, árboles de clasificación, aprendizaje automático

“Understanding Psychological Distress: A Predictive Model
using Machine Learning’s Classification Trees”
Abstract

When the global COVID-19 pandemic saw its outburst, there was a debate whether it was
best to impose restrictions, namely quarantine. However, one of the counter-arguments
fell around psychology: limited mobility and for many, temporary unemployment, could
present a major challenge for personal well-being. Given the complex nature of individual
mental health, the purpose of this paper is to understand some of the features that lie
behind psychological distress, and how the presence or absence of some indicators may be
key to comprehend the latter better. Using NHIS information, a predictive model has been
generated by the Random Forest algorithm in the Python environment. The results show
that physical restrictions, financial limitations, and sleep quality, amongst others, have a
major relevance in understanding psychological distress.
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I. Introduction

As of the spread of COVID-19 during 2020, the world began to deal with a health crisis with

few precedents, and in order to tackle it, in many countries the implementation of a mandatory

and strict quarantine was resolved. Although at the moment of making this decision the measure

had considered the expected benefits of containing and/or dealing with the virus, some voices

arose against this regulation.

One of the arguments against has been about the impact on individual’s psychological health:

the absence of free mobility and leaving the home -among other factors- would affect negatively

the mood of the people. On the other hand, in those cases where jobs were lost as a result of

the cessation of production or commerce, financial problems would potentially emerge for these

households, with probable emotional consequences too. Other concerns laid on the household

status, whether people were accompanied during quarantine (by a lifetime partner, for instance),

and also on forcing people to remain in their neighbourhoods, despite their possible negative

externalities.

Due to the above, the need to understand to what extent these arguments have validity arises;

and if so, to find out which determinants can induce psychological problems, given observable

characteristics.

The objective of the present work is the generation of a predictive model that will shed light

on the factors that can contribute to psychological distress. Using information from the NHIS

survey, it will be sought to learn a model that allows predictions of a series of indicators, such

as sadness, anxiety, or depression, based on the use of machine learning methodologies.

Although these topics have been covered by the psychology literature in depth, many of these

works have resorted to descriptive methodologies and/or resources such as logistic regression.

Instead, in this paper, the chosen instrument has been the classification tree methodology (or

CART, for its acronym). One of the main advantages of this tool is that it allows a clear

identification of variable interactions when analysing the determinants of the stated psychological

disorders, since it will indicate whether there are attributes that weigh more than others, thus

capturing the sources of non-linearities.
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Unlike other classification methods, such as the previously mentioned logistic regression, clas-

sification trees also have the advantage of being visibly simpler to explain phenomena, since

they classify from partitions of the data space, being able to model within each category, or

node. What follows is that trees provide a more precise analysis, conditioned on characteris-

tics previously defined by the algorithm itself, while conventional linear models such as logistic

regression, ordinary least squares or discriminant analysis linear are not as adequate.

Because of these reasons, the election of the proposed non-linear method for the study of

psychological distress is founded in the fact that the interactions amongst variables can generate

a more accurate prediction, whereas considered on their own, they would not be able to provide

an equally efficient explanation. As for other studied models, neither a linear design nor majority

voting are capable of capturing this variable dynamics: while the former weighs every variable

equally, the latter fails to provide a clear explanation of the phenomenon. To be more specific,

it is not clear that the people undergoing psychological distress share common characteristics

between them, as a number of reasons may apply to some but not for others.

The main findings of the Random Forest models suggest that the most relevant indicators

behind the aforementioned outcomes are the amount -and to a lesser extent, quality- of sleep, a

series of financial restrictions (including future consumption), limited mobility, and age. Other

distinguishing regressors are the presence of migraines, labour conditions, family characteristics

(e.g. marriage and/or parenthood), and the neighbourhood environment. As expected, the

results show that Random Forest outperforms alternative models.

It is worth mentioning that the scope of this paper, as mentioned, is to find the most relevant

features behind psychological distress. Therefore, no causal links shall be established.

The present paper is articulated as follows. First, in Part II., an insight on psychological

distress will be presented, along with the literature review on both psychological findings and

machine learning techniques used in the cited papers. Moreover, in Part III. the NHIS database

shall be explored, as well as a statistical analysis for the purpose will be provided. Part IV. shall

discuss the strategic instruments used, next to their respective machine learning background.

Results will be illustrated on Part V., and concluding remarks shall be formulated in Part VI..

Additionally, the Appendix contains other descriptive features and relevant model findings.
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II. Theoretical Framework

The literature on psychological distress is anything but scarce. Despite the wide research, a

study of the papers that are related with the available features in the database, along with their

respective implemented methodologies, can be carried out. In this Part, a brief introduction on

psychological distress will be provided first, followed by a review of the most recent studies.

A) Behind Psychological Distress

In order to pursue an analysis on the matter, an insight of the phenomenon must be held,

so as to grasp a better understanding of what is referred to as ‘psychological distress’. For this

purpose, Drapeau et al., 2012 provides a distinguishing array of concepts, remarks and analysis

on the subject.

Considering its clinical features, “psychological distress is largely defined as a state of emo-

tional suffering characterised by symptoms of depression (e.g., lost interest; sadness; hopeless-

ness) and anxiety (e.g., restlessness; feeling tense) (Mirowsky and Ross 2002). These symptoms

may be tied in with somatic symptoms (e.g., insomnia; headaches; lack of energy)...”1

Moreover, “Psychological distress is usually described as a non-specific mental health problem

(Dohrenwend and Dohrenwend 1982) . Yet, according to Wheaton (Wheaton 2007) , this lack of

specificity should be qualified since psychological distress is clearly characterized by depression

and anxiety symptoms.” 2

Compared to more significant disorders, the following can be said: “In effect, the scales used

to assess psychological distress, depression disorders and general anxiety disorder have several

items in common. Thus, although psychological distress and these psychiatric disorders are

distinct phenomena, they are not entirely independent of each other (Payton 2009).” 3

Psychological distress has been measured as the mean response to six items developed by

Kessler et al., 2002 to assess symptoms of non-specific psychological distress. Respondents were

asked to indicate how often in the past 30 days they felt around the following dimensions: (I)
1Drapeau et al., 2012
2Ibidem
3Ibidem
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nervous, (II) restless or fidgety, (III) so sad nothing could cheer them up, (IV) hopeless, (V)

everything was an effort, and (VI) worthless. Response categories ranged from ‘never’ {0} to

‘very often’ {4}.

B) Literature Review

A relationship between amount of sleep and health levels has been established in Sithey et al.,

2017, using information from Bhutan’s “Gross National Happiness Study”. Having applied

logistic regression, it was found that insufficient or excessive hours of sleep in the long run led

to, among other impacts, a lower self-report of happiness. Furthermore, the association between

both variables have been also analysed by Pearson, 2006, though this time by the opposite

approach: higher self-reported levels of anxiety or depression lead to a lower quality of sleep.

With data from the 2002 NHIS, this was concluded after using once again logistic regression.

For more on the relation between sleep and psychological distress, in Hill et al., 2009 the lack

of sleep-quality is identified as a byproduct of neighbourhood unrest. Once the weighted ordi-

nary least squares regression was performed, the authors conclude that neighbourhood disorder

contributes to psychological distress by eroding protective resources.

Concerning physical characteristics, in the literature it has been widely shown that there

is a the close relation between freedom of movement, particularly sports, and psychological

conditions. Bragazzi et al., 2019 analyses systemic sclerosis patients, and find that they tend to

feel more sadness than people without sclerosis.

Another relevant aspect involving physical traits has been found in the lack of sight: unlike

blind from birth, people who lose progressively and/or partially their sight present higher symp-

toms of anxiety or depression. In De Leo et al., 1999, loss of sight is compared to loss of audition

for patients that have committed suicide, and highlight that distress is produced merely on the

fear of loss of sight.

Moreover, when it comes to budget concerns, Shapiro and Burchell, 2012 find that financial

anxiety is a byproduct of financial mismanagement and lack of information and education, using

survey and experimental data. Thus, highly indebted people tend to accumulate anxiety due to

the financial whirlpool of constantly paying debts.
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Also related to income but from another approach, Kessler and Neighbors, 1986 show that

the relation between ethnics and socioeconomic status is not linear when understanding psycho-

logical distress, and that instead both regressors have an interactive dynamics. Having gathered

information from a series of surveys in the US, the authors perform a linear regression with

interactions, and find that there is effectively and asymmetry between low-income White and

low-income Black populations. Similar findings were described in Kessler, 1979, where both

linear and logistic regression were used to identify the linkage between stress and a series of

indicators, such as social status, ethnics, gender and marital status.

A connection between financial constraints, unemployment and psychological distress has been

revisited in Whelan, 1992. Parting from the General Health Questionnaire scoring criteria, the

authors analyse for observations in Ireland a comparison between different indicators such as

unemployment, lifestyle quality reduction, housing deprivation and income. The results of the

regressions give sense to the notion that income affects psychological well-being indirectly via

subjectively appraised financial strain.

Regarding the elder age, the dilemma of retirement is explored in Wels, 2018. Using Belgium’s

SHARE database, the author inquires over the effects of reduced labour in the late stage of life,

comparing it with retirement. The results suggest that working partially reports more happiness

than abandoning work due to retirement.

Mental health can also be traced back to gender issues. On the one hand, with the concern

that women are twice as likely to be affected compared to men, Jothi et al., 2020 explore the

Generalised Anxiety Disorder (GAD) in Malaysian women using a random forest technique, and

conclude the more tired than usual a person is, and the higher the desires to commit suicide,

and the less the interest in people and things, then the more significant the symptoms that s/he

has developed GAD.

Additionally, numerous works have been carried out concerning the LGBTQ+ population.

According to Gonzales et al., 2016, where a comparison of health and health risk factors was

carried out between homosexual (both male and female) and bisexual adults, and heterosexual

adults. Having implemented the logistic regression methodology using NHIS data, the findings

related to psychological distress reflects that it is more present in non-heterosexual US adults.
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Furthermore, there has been significant research between marriage and psychological distress.

On the subject of divorcees, Hope et al., 1999 calculate distributions of Malaise Inventory using

longitudinal data in the United Kingdom. The authors find that divorced people who never

remarried presented increased distress, with both acute and longer-term components moderated

by secondary factors such as childcare and declining socioeconomic status. As for widowers, in

Umberson et al., 1992 a similar data strategy is pursued: using longitudinal data, the investiga-

tion seeks to explain the relation between depression and the current marital status by sex. The

results of the linear regression suggest that widowers present higher levels of depression than

married couples when affected by strains. Overall, Kessler and Essex, 1982 analyse the marital

status and the effects on depression. Having implemented a linear regression, results similar to

the aforementioned were obtained, explained by the coping mechanism of married couples, for

both emotional and economic strains.

Although not identified clearly as a causal effect, Lawrence et al., 2011 present the high

correlation between anxiety and smoking: patients with psychological disorder tend to smoke a

lot, and find it harder to quit smoking.

Last but not least, a thorough analysis is provided by Hullam et al., 2019 on the subject of

depression by contemplating a number of multicausal indicators, used to explore interactions

and synergistic effects among the variables, which include social indicators, physical traits and

daily activities, among other. Belonging to the neural network framework, they conclude that

the environment operates by body weight, physical activity, parental depression and neurosis.

III. Data Analysis

In this Part, a data analysis shall be provided, as well as a brief comment on the database,

and key relevant indicators.

A) The National Health Interview Survey (NHIS)
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The NHIS (“National Health Interview Survey”4) is one of the major data collection programs

of the NCHS (“National Center for Health Statistics”). Its main objective is to monitor the

health of the United States population through the collection and analysis of data on a broad

range of health topics.

As for the sampling design, the NHIS is carried out each year, and consists in a cross-sectional

household interview survey. It uses geographically clustered sampling techniques to select the

sample of dwelling units for the NHIS, across the country.

B) Database Selection

For the purpose of this analysis, the Sample Adult database has been selected, which collects

information from population aged 18 or more. As for the years of information, the 2015, 2016,

2017 and 2018 databases were used.5

As it is well known, there is a series of challenges when dealing with latent variables on the

subject of personal happiness and welfare. However, in the NHIS an attempt to capture these

variables is performed, following the criteria presented in Part II., Section A).

Among the wide range of variables identified in the database, its variety can be summed in

the following groups:

� General features: sex, age, weight, legal/civil status, ethnics & gender identity;

� Lifestyle & consumption: sport frequency, use of internet, hours of sleep, consumption
of substances (alcohol, tobacco, drugs and other substances);

� Socioeconomic indicators: trust and reliance in neighbours, and budget related indi-
cators such as income destined for health and standard of living;

� Labour condition: years in work, class of worker, earnings frequency, amount of jobs,
among others;

� Physical health state: senses condition (such as sight and hearing), diseases (cardiorespi-
ratory, cerebral, muscular, articulatory, immune), operations, duration of disease, duration
of treatment, among others;

� Psycho-emotional health state: mental disorders, and psychological distress indicators
4https://www.cdc.gov/nchs/nhis/index.htm
5A couple of reasons are behind this decision. In the first place, to avoid relying on a single year, where a

particular event might have influenced the overall survey report. However, and most importantly, given the highly
unbalanced frequency of the desired outcomes, it was deemed convenient to add more observations.
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(such as nervousness, anxiety, sadness, exhaustion, hopelessness); and

� Health control: medical control periodicity & health treatment.

C) Data Review

In this Section, a comment on the preparation process prior to the model elaboration will be

delivered.

The first step implemented was the outer join of the 2015 - 2018 databases. The second

measure taken was to remove the variables whose observations were a third (33%) at most

‘missing values’. Thirdly, a group of variables underwent modifications & ordering, either because

of their cardinal nature, or because they were assigned specific class values - the latter case driven

by the criteria adopted for missing values6, resolved by the survey designers.7 Furthermore, the

remaining missing values were all replaced by the mean.8

The next step was to generate new databases -copied from the original dataframe- that con-

tained only one of the six proposed dependent variables for each of the newly created bases.

Each of these databases would serve as the information set from where the corresponding mod-

els would be built upon. This decision was taken in order to reduce the effects of collinearity
6The question of missing values arises because a great number of features did not count with missing values

given they were substituted by three additional classes: “Refused”, “Not ascertained” or “Don’t know”. Thus,
although the theory behind some questions was binomial, in practice the data was ‘multinomial’.

This is a case of what is known as ‘classification/label noise´, where observations are assigned a class different
from the actual one. The higher the noise, the higher the probability of achieving a poorer accuracy, because the
models are trained by these ’misclassified´ labels. This issue will be addressed once again in Part IV., Section A),
Item 2-.

7A number of cases could be mentioned. For example, for variables related to physical activities, answers
{996} were replaced to {-1} (‘MODNO, ‘VIGNO’ and ‘STRNGNO’), or from {0} to {6} (‘MODTP’, ‘VIGTP’
and ‘STRNGTP’); in both cases, categories “’Never” and “Unable to do this type activity” were closed, allowing
a more suitable scale. In the same spirit, for the responses “Not ascertained” or “Don’t know” for questions
related to financial worries and the neighbourhood -among others- whose range theoretic range of answers was
{1; 2; 3; 4; 5}, their values were substituted by the average, hence replacing {8} and {9} for {2,5} in the following
cases: ‘ASINHELP’, ‘ASINCNTO’, ‘ASINTRU ’, ‘ASIRETR’, ‘ASIMEDC ’, ‘ASISTLV ’, ‘ASICNHC ’, ‘ASIC-
COLL’, ‘ASINBILL’, ‘ASIHCST ’ and ‘ASICCMP’. Analogously, this decision was also applied for dichotomous
variables who also counted with the aforementioned categories.

Moreover, for the variables ‘OCCUPN2 ’ and ‘INDUSTRN2 ’ -both reflect the occupations and industrial sector
of the observations-, replacement by the median lacked of sense because of their cardinal characteristic, so they
were converted to li variables for each l class in i = {‘OCCUPN2’, ‘INDUSTRN2’}. The original variables were
later eliminated.

Last but not least, the demographic statistics that were inherently cardinal values -such as ethnics, marital
status and gender- were used as a base for arranging new dichotomous variables. Hence, additional features were
added responding to the ‘Yes’/‘No’ logic for ethincs (‘White - Non-white’ (I), and ‘Hispanic’ - ‘Non-Hispanic’ (II)),
martial status (‘[Currently] Married’ - ‘[Not Currently] Married’) and gender (‘Heterosexual’ - ‘Not-Heterosexual’).
Also, the variable ‘Minority’ was created using sex, ethnics, and gender, resulting in 23 = 8 classes.

8Considering continuous variables were scarce, it was preferred over the median or the mode.
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among other dependent variables.

As for the relevant categories, the variables of interest were limited to the answers “All of the

time” {1}, “Most of the time” {2}, “Some of the time” {3}, “A little of the time” {4} and “None

of the time” {5}.9

Furthermore, in order to capture an index of psychological distress that would gather the

information of all six relevant indicators, a simple average was calculated among them per

observations, thus creating the new variable.Having rounded each average to the integer, each

observation was assigned a class by replicating the former criterion.

Table 1 portrays the tentative outcome variables prior to modelling.

Table 1: Frequency per Dependent Variable

Variable None/Little % Some/Most/Always %

I Sadness 98.609 88,07% 13.354 11,93%

II Nervousness 90.453 80,79% 21.510 19,21%

III Restlessness 88.810 79,32% 23.153 20,68%

IV Hopelessness 103.665 92,59% 8.298 7,41%

V Exhaustion 92.373 82,50% 19.590 17,50%

VI Worthless 105.152 93,92% 6.811 6,08%

VII Psychological Distress 99.643 89,00% 12.320 11,00%

Because of their low frequency (under 10%) as stated in Table 1, variables IV and VI were

not contemplated for modelling. As for the remaining variables, the unbalanced nature of the

class frequency has been addressed by oversampling each training base10 using the ‘Borderline-

SMOTE2’ technique.11 Additionally, this increase in the database has brought more computa-

tional costs, thus an undersampling on the “healthy” observations was performed on the training
9The observations that had one of the following options for the dependent variables were eliminated: “Refused”,

“Not ascertained” or “Don’t know”.
10Chawla, 2009 presents the problem of imbalanced datasets and its consequences on relevant indicators such

as accuracy.
11Following Han et al., 2005, where and extension of the ‘Synthetic minority oversampling technique’ (SMOTE)

is explored, an alternative to the oversampling issue suggested by the author is ‘Borderline-SMOTE2’. This
approach creates synthetic observations based on the nearest neighbours within the class that happen to be close
enough to observations of the opposite class. Thus, oversampling is performed nearer the boundary with the
opposite class rather than at a greater distance, allowing a significant reduction of misclassification at the border.
For more literature on SMOTE, a detailed analysis is provided in Fernandez et al., 2018.
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data.12 The parameters selected per technique are addressed in Part IV., Section D).

D) Exploratory Data Analysis

Provided the structure and the identification of the main variables found in the database, a

brief data description of some relevant indicators will be shown below.

As for variable correlations, a series of highly correlated predictors are presented in the follow-

ing charts, each of which are grouped respective under common topica: Figure 1 depicts income

issues related to health, while Figure 2 conveys physical limitations, and Figure 3 shows sleeping

conditions.

Figure 1: Correlation Matrix for Several Indicators Related with
Income and Health
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Source: NHIS

On the one hand, Figure 1 shows a fair to high correlation between “Health bills worry”,

“Housing/rent worry”, “Health costs worry”, “Worried by bills” and “Life quality worry” (I).

It also presents an even more significant positive correlation between “Skipped treatment for

saving”,“Saved money over health” and “Skipped prescription for saving” (II).
12This practice is pursued in, for instance, Rahman and Davis, 2013, where the SMOTE approach is accompa-

nied by undersampling in the training data as well. However, the question of oversampling and undersampling
is explored in Fernandez et al., 2018, where the trade-off between computational costs and loss of modelling
information is stated.
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Figure 2: Correlation Matrix for Several Indicators Related with
Physical Limitations
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Figure 3: Correlation Matrix for Several Indicators Related with
Sleeping Conditions
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On the other hand, Figure 2 portrays an overall high positive correlation between its vari-

ables, particularly for these two groups: “[Requires] assistance in social events” and “[Requires]
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assistance to go out” (I); and “[Requires] assistance to walk”, “[Requires] assistance to stand”,

“[Requires] assistance to climb” and “[Requires] assistance to knee” (II).

Lastly, Figure 3 depicts the relationship between a number of variables related to the sleeping

conditions per observation. It strikes immediately the moderate inverse relation between the

self-perception of personal rest, and the inability to fall or remain asleep. About these last

features, they present a fairly positive correlation.

Given the aforementioned description, an index was created for each group of variables that

presented elevated correlations: a simple average was calculated per subgroup.13 This was

carried out in order to reduce the effects of collinearity and to incorporate the most possible

variance.14

As for the possible outcomes, Figure 4 illustrates the six main indicators defined previously

and their correlation.
13Thus, the following indexes were created:

• “Need to save’ ’: (“Skipped treatment for saving”, “[Chose] money over medical treatment”, and “Skipped
prescriptions for saving”);

• “General cost worry” (“Worried by Housing/rent”, “Worried by health costs”, “Worried by bills”, “Worried
by quality of life”, and “Worried by health bills”);

• “Walk/stand/climb/knee” (‘Assisted to walk”, “Assisted to stand”, “Assisted to climb”, and “Assisted to
knee”);

• “Fall/remain asleep” (“Cannot remain asleep” and “Unable to sleep”);

14At first, the principal component analysis was deemed as the main tool to solve the reduction in dimensionality.
However, provided the highly discrete classes per variable, its use resulted ineffective for this purpose.
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Figure 4: Correlation Matrix for the Possible Outcomes
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From Figure 4, it can be seen that the suggested variables present a significantly high relation

between them. Although some features may not necessarily be present because of others, it

seems quite remarkable the fact that people who perceive themselves as sad also tend to declare

feeling anxious, depressed and/or fatigued. Given this context, the seventh variable associated

with the constructed index gains significance as a measure that comprises the information of the

precedent variables.

In order to provide descriptive statistics on mental health’s common denominator, Figures

23 and 24 (found in the Appendix) depict the standardised means of psychological distress

conditioned on a selection of demographic factors.

Figure 23 accounts for sex, ethnics and gender; it is observed that psychological distress affects

broadly LGBTQ+ population, particularly in women; on the opposite end, heterosexual men

seem to suffer less on average from mental health issues. As for ethnics, there does not seem to

be a clear difference between white and non-white communities.

Meanwhile, on Figure 24 the focus is set on age ranges, each interval grouping 5 years (with the

exception of the ends). It can be seen that psychological distress is highly present during the 20s,

as well as in the transitioning from adulthood (45) to an advanced age (60). On the contrary, the
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older the population gets, there is a significant average decrease in the self-perceived indicators.

IV. Empirical Strategy

In order to perform the classification of the formerly introduced variables, in this Part the

adopted Machine Learning technique will be explained. Additionally, other possible predictive

models shall be explored as alternatives, along with a concise description respectively. Finally,

the main commands in Python as well as the main assumptions held will be presented.

A) Classification and Regression Trees

Given the nature of the problem in discussion, it is clear that there may be a number of

determinants behind psychological distress; however, these might weigh more or less according

to former presence of other relevant variables. Thus, it is fundamental to bear in mind the

non-linear characteristics of these indicators before pursuing the analysis.

1- Classification Trees and the Bias-Variance Trade-off

In this case, the methodology to be implemented will rely on Classification and Regression

Trees (or CARTs), a technique that allows classification using a binary criterion (i.e. “Yes” and

“No”, or more formally, {1;-1}, respectively). Particularly, classification trees are useful when

encountering qualitative data (Hastie et al., 2009).

Unlike linear models, where the prediction f(X) is based on a linear combination of features,

CARTs models follow the form expressed in 1:

f(X) =
M∑
m=1

cm · 1(X∈Rm) (1)

where R1, ..., Rm represent a partition of feature space.

Under this circumstance, the prediction is built considering the probability of occurrence per

class of training observations in the region to which each observation belongs. Thus, not only

is it relevant to identify the prediction in a particular node, but also the the class proportions

among the training observations that fall into that region.
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Classification trees are often referred to as a ‘decision tree’, where for each level (or node),

depending on a certain value a variable may adopt, the model shall determine whether the

outcome belongs or not to a class, given a certain criterion. Once this process is iterated to a

certain amount of nodes, a decision path shall be established, resembling the concept of a tree.15

Hence, what immediately follows is the trade-off between bias and variance in CARTs, that

is: the point where the gain in prediction of adding another node in the tree is more than offset

by the loss of prediction due to changes in the data. This could also be thought as learning

a model that results too specific (or “overfit”) for the available data, but will roughly be able

to deliver an equally precise prediction for different data (caeteris paribus). This problem in

CARTs is known as ‘cost complexity pruning’ (James et al., 2013), which calculates the cost of

reducing a node.

In algebraic terms, the formulae is presented in the following expression (2):

|T |∑
m=1

∑
i:xi∈Rm

(yi − ŷRm)2 + α · |T | (2)

where α (∀α ∈ R+) is the hyperparameter that governs the trade-off between tree size and

its goodness of fit to the data. In other words, the addition of a node bears a cost (α): the gain

in accuracy is partially offset by the cost of fitting the model.16

However, classification trees may suffer from high variance - that is, the fact of performing

partitions randomly in the training data, and later testing the modelled tree in the out of

sample data for each half, may lead to significant differences in results. This latter point is of

utter relevance in the context of a vast number of features; it would suffice to make a slight

modification in data that the results could vary considerably, leaving the task of prediction

difficult to fulfil given highly overfit models.
15A more detailed explanation is provided in Hastie et al., 2009, where the partition of data space is explored

thoroughly. In short, the algorithm selects the variable with the best fit (i.e. that correlates the most with the
outcome) and later parts the data space for a certain value conditioned on the mean of the outcome for that
subarea. Thus the first step for classification has been carried on: beyond that threshold, the algorithm will
consider the condition as a good predictor (“Yes”). Conversely, for values below it, as a bad predictor (“No”). It
then performs this step repeatedly within each of the subareas, until it reaches the number of iterations predefined.

16In an extreme case, for α = 0, the penalisation is null, so there would not be any cost in gaining very high
precision; on the contrary, for a value of α −→ ∞, the penalisation is such that there would not be any gain in
incorporating a single extra node.
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Therefore, a way to sort the problem of high variance is to build models that minimise the error

by instead considering the average error of a number of trees. For a sole database, ‘different’

bases may be created using bootstrap sampling, process described in Item 2- below.

2- Bootstrap Aggregation -‘Bagging’- and Random Trees

When dealing with overfitting, and its inherent issue of high variance, Bootstrap aggregation

offers a tentative solution: by generating B (∀B ∈N) Bootstrap subsamples within the training

data, the algorithm builds B trees per subsample, and then tests each model on the remaining

deselected observations. It is worth mentioning that the Bootstrap samples are drawn repeatedly

with replacement - that is, an observation that was already selected might be selected again in

the same sample.

For the classification instance, the overall prediction of the B trees for each tested observation

is defined by the ‘majority vote’ criterion. In this sense, bagging averages the variance of each

tree by choosing the most commonly occurring class among the B predictions17. Equation 3

illustrates the bagging estimation.18

f̂bag(x) = 1
B

B∑
b=1

f̂∗b(x) (3)

However, and despite its usefulness in tackling the overfitting problem, bagging will remain

a strong classifier if and only if there are no significant variables that persistently emerge as

relevant in the B trees; otherwise, the trees would end highly correlated, which still leaves space

for high variance.

Therefore, a way to reduce this possibility is to alter the amount of available predictors when

building each node per tree. More formally, given a total of p variables, only m < p variables

will be available to build each tree (∀m, p ∈ N). The fact that these m predictors are selected

randomly reduces significantly the chance of trees being highly correlated. An illustration of the

process can be found in HE et al., 2016, as shown in Figure 5.

Moreover, a distinctive feature of random forests -inherited from bagging- is the out-of-bag

(OOB) samples, i.e. the samples that were not selected by Bootstrap in the training data to
17Given N observations, each of which has a variance of σ2, then the variance of the mean will be σ2/N .
18James et al., 2013
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learn the tree: rather than minimising the Cross-validation error in a first instance, random

forests may profit from the OOB samples for the purpose, thus allowing the estimators to be

fitted in one sequence.

Figure 5: Representation of Random Forest Classifier

Source: HE et al., 2016

Alternative modelling strategies involving trees such as Boosting have been discouraged by

a number of reasons, explained in Breiman, 2001, such as the higher computational cost, the

unclear gain in prediction and yet the significant weakness in presence of noise19, or sheerly

explanatory preferences, as random forests are more intuitive.

B) Alternative Strategies

It would be unwise to limit the prediction analysis to a sole model, either because of the the-

oretical framework, or due to the nature of the data. Bearing this into consideration, additional

models have been contemplated against the proposed model.

1- Logistic Regression

Another model worth contemplating is the logistic regression, whose classifier relies on the

odds-ratio p
1−p , where p = ez

1−ez (for z = Xβ). Essentially, the logistic regression assigns bi-

variate values ({0;1}) when classifying. Equation 4 presents the modelled regression:
19This point is explored in detail in Dietterich, 2001 and Frénay and Verleysen, 2014
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Pr(G = k | X = x) =
exp

(
βk0 + βTk x

)
1 +∑K−1

`=1 exp
(
β`0 + βT` x

) (4)

It is important to highlight the fact that Equation 4 contemplates every available variable to

build the prediction. A priori this is useful to diminish the bias, thus increasing significantly

the precision for the training data. However, as for the testing data, the model may result too

specific to those regressors; hence any change in the data may imply a pronounced decrease in

the precision due to the resulting high variance.

In order to compensate this trade-off, regularisation techniques result useful. At the moment

of identifying the according type of penalisation -namely LASSO or Ridge-, a Solomonic criteria

has been proposed, that contemplates both notions: elastic-net (Zou and Hastie, 2005). Among

its most significant advantages, “The elastic-net selects variables like the [LASSO], and shrinks

together the coefficients of correlated predictors like [R]idge." (James et al., 2013) Given the

highly correlated regressors for the database stated in Part III. with an unseemly way to apply

principal components analysis, this penalisation may be key to deal with this situation.

Equation 5 presents the problem and how elastic-net regularisation operates:

β̃ = argmin
β


N∑
i=1

yi − β0 −
p∑
j=1

xijβj

2

+ λ
p∑
j=1

(
αβ2

j + (1− α) |βj |
) (5)

As the second term of equation 5 shows, the algorithm shall favour one regularisation coeffi-

cient over the other conditioned on the value of the hyperparameter α ∈ [0, 1].20 For the purpose

of this analysis, the value of α has been selected by Cross-validation.

2- K-Nearest Neighbours (KNN)

Unlike the models presented in Section A) and Item 1-, this method is an non-parametric

approach for prediction (James et al., 2013). It essentially determines whether an observation

belongs to a certain class over another by contemplating the ‘nearest’ surrounding observations:

having identified these ‘neighbours’, the algorithm assigns the class by majority vote. In other

words, the observation will belong to the class that bears the highest frequency for the selected
20In Zhou et al., 2014, it is shown that this type of regularisation is quite similar and thus reducible to the

support vector machine linear method.
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‘voters’.

K -Nearest Neighbours is especially effective when variable relations are hard to establish by

linear or quadratic means, provided its non-parametric nature. The latter is also deemed as

a distinct feature of this method, because no model assumptions are made, thus reducing the

threat of selecting unsuitable models for a given database.

As for the bias-variance trade-off, the complexity shall be defined by the selected value for

parameter k (∀k ∈ N) using Cross-validation; the lower the integer, the lower the bias, at the

cost of a high variance. The converse holds analogously.21

Equation 6 presents the estimation of the conditional probability for class j as the fraction of

points in N0 whose response values equal j:

Pr (Y = j | X = x0) = 1
K

∑
i∈N0

I (yi = j) (6)

C) Relevant Indicators

In the present Section, the key indicators to be considered in the analyses will be highlighted.

1- Mean Squared Error (MSE)

To begin with, the Mean Square Error (or MSE) is a vital indicator. It depicts the ‘distance’

between the predicted observation from the real one. For each i observation, MSE sums each

squared error of prediction, hence determining the overall performance of the model by penalising

high deviations and easing low deviations, and adding them up. Equation 7 reflects in algebraic

terms this notion.

MSE = 1
n

n∑
i=1

(
yi − f̂ (xi)

)2
= 1
n
·RSS (7)

From Equation 7 it is worth noticing that MSE is nothing else than the average of the Residual

Sum of Squares (RSS).
21In an extreme case, if k = 0, the only relevant point of reference is the observation itself. On the other hand,

for k = N, then there would be N nearest neighbours, i.e. the entire set.

21



Therefore, the rule of decision when defining whether a model is best than another is the

minimisation of the MSE indicator; the model with the least MSE reflects that its loss of

information is minimal.

2- Classification Error Indicators

Provided the binary splits that characterises the classification analysis of Random Forests, an

alternative to the RSS approach can be found in the ‘classification error rate’. The classification

error rate is the fraction of the training observations in a given region that do not belong to the

most commonly occurring class (James et al., 2013).

Equation 9 illustrates the classification error rate; it is important to bear in mind the role of

proportion p̂mk22 in the definition of this error.

E = 1−max
k

(p̂mk)
23 (9)

Although misclassification error may be the most straightforward method of identifying error,

it fails to be the most effective. Due to this, two other measures of node impurity are the Gini

index, and Cross-entropy -or deviance-, both conveyed below.

Gini =
∑
k 6=k′

p̂mkp̂mk′ =
K∑
k=1

p̂mk (1− p̂mk) (11)

Cross entropy = −
K∑
k=1

p̂mk log p̂mk (12)

22where p̂mk follows expression:
p̂mk = 1

Nm

∑
xi∈Rm

I (yi = k) (8)

for a node m, representing a region Rm with Nm observations, and with k being the class.
20Equation 9 relies on the classification of observations in node m to class k(m) = argmax

k
p̂mk. This is applied

on the misclassification error, expressed below in Equation 10.

1
Nm

∑
i∈Rm

I (yi 6= k(m)) = 1− p̂mk(m) (10)
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3- AUC, ROC Curve, and Other Relevant Indicators

The ‘Area Under the Curve’ (AUC) is an indicator that emerges from the ROC24 curve. While

the ROC curve portrays the graphic representation of goodness of an estimation from the higher

or lower concavity of the curve -respectively-, the AUC is a value comprised between 0 and 1,

both included. A prediction will be better over another as long as the AUC of the former model

is higher than the latter. This is because the farther from an AUC of 0,5, the better the model

will be; otherwise, a coin with a probability of 0,5 would result more suitable (i.e. the model

would lack of value).

In terms of their relevance, ROC curves are useful for comparing different classifiers, since they

take into account all possible thresholds (James et al., 2013). This is due to the fact that a ROC

curve traces out two types of error as the threshold value varies for the posterior probability of

default. The true positive rate is the ‘sensitivity’, i.e. the fraction of defaulters that are correctly

identified, using a given threshold value. The false positive rate is the difference between the

unit and the ‘specificity’, i.e. the fraction of non-defaulters that are classified incorrectly as

defaulters, using that same threshold value. Both concepts shall be further illustrated in the list

below.

For the four possible categories presented in the confusion matrix, each may me labelled as

‘True positive’ (TP) and ‘False negative’ (FN) for a certain prediction, and ‘True negative’

(TN) and ‘False positive’ (FP) for the other. Given these categories, the following calculi can

be formulated.

Other Relevant Indicators

� Precision, or Accuracy = TP+TN
TP+FP+TN+FN

This indicator measures the accuracy of the prediction; that is, how many true positives
and true negatives were retrieved in the entire confusion matrix.

� Sensitivity, or True Positive Rate25 = TP
TP+FN

The true positive rate reflects the accurate prediction of True values over the whole pre-
diction for positive values.

24‘Receiver Operating Characteristics’
25Also, 1 - type II error
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� False Positive Rate26 = 1 - Specificity27 = FP
TN+FP

The false negative rate reflects the prediction of false positive values over the whole pre-
diction for negative values.

D) Python Parametrisation Specifications

Each of the four bases was split in 75% and 25% for the training data and the testing data,

respectively. In other words, the variable selection process was performed with a sample repre-

senting 75% of the total available information, and its fit was tested in the remaining 25%.

Concerning the training data, as mentioned in Section C), oversampling and undersampling

techniques were applied. The percentages to be used must bear, on the one hand, the higher

representation of imbalanced values so as to construct a better predictive model, and on the

other, the assertion that the balancing strategy implemented does not result in significant pro-

portion alterations. With this under consideration, the respective percentages have been 0,30

for the former and 0,50 for the latter.28

As for the test base, given the nature of the data, for outcomes such as “Sadness”, the chosen

split might be somewhat challenging, as the individuals that have reported to feel at least some

sadness represent approximately 12% of the total base, leaving it with eventual representation

problems in the test data. Because of this, an identification of the participation of both classes

per variable was carried out for both training and testing samples, as shown in the following

Charts.

Figure 6: Outcome Decomposition in Training and Testing Samples for
“Sadness”

26Also, type I error
27By construction, Specificity = T N

T N+F P
28This is to say that the training base saw its minority class (Y [Y = 1]) incremented by 30% so as to be a third

of the base, and later its majority class (Y [Y = 1]) reduced until it reached being 50% of the minority class.
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Training sample Testing sample

Figure 7: Outcome Decomposition in Training and Testing Samples for
“Nervousness”

Training sample Testing sample

Figure 8: Outcome Decomposition in Training and Testing Samples for
“Restelessness”

Training sample Testing sample
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Figure 9: Outcome Decomposition in Training and Testing Samples for
“Exhaustion”

Training sample Testing sample

Figure 10: Outcome Decomposition in Training and Testing Samples for
“Psychological Distress”

Training sample Testing sample

Thus, the investigator is inclined to think that the established percentages should not mean

major threats for the findings.

Furthermore, the results of both oversampling and undersampling are shown in the Table 2

below.

Additionally, other required parameters that broadly affect the models in question is the K-

fold for applying Cross-validation. This attribute was given the value of KCV = 5. Additionally,

and just as important, the seed required for the randomness was fixed at 42.

Moreover, the Python commands per model implemented were: (I) RandomForestClassi-

fier() for Random Forests, (II) KNeighborsClassifier() for KNN with GridSearchCV() for Cross-
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Table 2: Frequency per Dependent Variable, with Oversampling and
Undesampling, in the Training Data

Variable None/Little % Some/Most/Always %
Sadness 44.370 66,67% 22.185 33,33%
Nervousness 40.732 66,67% 20.366 33,33%
Restlessness 40.034 66,67% 20.017 33,33%
Exhaustion 41.558 66,67% 20.779 33,33%
Psychological Distress 44.894 66,67% 22.447 33,33%

validation, and (III) LogisticRegressionCV() for Logistic regression, with ‘elastic-net’ regulari-

sation. The parameters involved in the models presented in Sections A) and B) are defined as

shown in Table 3:

Table 3: Parameter per Model

Model Parameter Value

N° of trees 5.000
Criterion ‘Gini’
Minimum sample per split 25029

Random Minimum sample per leaf 150
Forest Maximum depth i.e. nodes 5

Maximum features (m) √
p30

Maximum Bootstrap samples31 75%
Class weight ‘Balanced subsample’32

N° of neighbours (k) {5; 7; 10; 15; 20; 30; 40; 50}33

KNN Type of distance ‘Euclidean’
Weight ‘Distance’34

Elastic-net Penalty (L1/L2 ratio)35 {0; 0,1; 0,2; 0,3; 0,4; 0,5;
0,6; 0,7; 0,8; 0,9; 1}

Logit Tolerance 0,05
LASSO Class weight ‘Balanced’

Maximum iterations 500
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V. Results

In this Part, the results of the different models will be presented. Commencing with classifica-

tion trees, the optimal trees for the selected outcomes shall be introduced. Next, a comparison

will be made against the proposed alternative models (logit-LASSO and K -nearest neighbours)).

A) Classification using Random Forests

Because forests include a set of tree estimators, it would be unsuitable to present the entire

forest. Instead, a tree per outcome will be shown below as a suggestion in Figures 11 - 15.

B) Model Comparison with Key Indicators

In this Section, the confusion matrices for the three models shall be presented: random trees,

logit distribution, and K -nearest neighbours. Furthermore, relevant indicators such as MSE,

AUC, ROC Curve, as well as accuracy, sensitivity and specificity.
29Approximately 1% of the class in the training base.
30Where p is the number of features in the database.
31The number of samples to draw to train each base estimator (i.e. decision tree) , as a percent of the training

base.
32Calculates the weight within each Bootstrap iteration.
33The scoring used was the negative MSE.
34As opposed to ‘uniform’, this mode favours neighbours that are closer and reduce the value of farther obser-

vations.
35The parameter was calculated by K -fold Cross-validation
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1- Analysis N°1: “Sadness”

Table 4: Confusion Matrices for “Sadness”

Logit
Distribution36

Y0 Y1

Ŷ0 13.191 1.415

Ŷ1 11.468 1.917

Random
Forest

Y0 Y1

Ŷ0 20.658 1.295

Ŷ1 4.001 2.037

K -Nearest
Neighbours37

Y0 Y1

Ŷ0 21.864 2.813

Ŷ1 2.795 519

Table 5: MSE & AUC Indicators per Model for “Sadness”

Model MSE AUC
Logit Distribution 46,03% 57,74%
Random Forest38 18,92% 80,91%
K-Nearest Neighbours 20,04% 54,85%

Figure 16: ROC Curves for “Sadness”

Table 6: Precision, Sensitivity & Specificity Indicators per Model for
“Sadness”

Model Precision Sensitivity Specificity
Logit Distribution 53,97% 90,31% 14,32%
Random Forest 81,07% 94,10% 33,74%
K-Nearest Neighbours 79,96% 88,60% 15,66%

36By CV, the L1/L2 ratio was determined at 0,0.
37By CV, the number of ‘neighbours’ was determined at 20.
38The OOB score was 85,19%.
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2- Analysis N°2: “Nervousness”

Table 7: Confusion Matrices for “Nervousness”

Logit
Distribution39

Y0 Y1

Ŷ0 17.396 3.735

Ŷ1 5.169 1.691

Random
Forest

Y0 Y1

Ŷ0 17.249 1.900

Ŷ1 5.316 3.526

K -Nearest
Neighbours40

Y0 Y1

Ŷ0 21.820 5.184

Ŷ1 745 242

Table 8: MSE & AUC Indicators per Model for “Nervousness”

Model MSE AUC
Logit Distribution 31,81% 55,06%
Random Forest41 25,78% 78,66%
K-Nearest Neighbours 21,18% 52,80%

Figure 17: ROC Curves for “Nervousness”

Table 9: Precision, Sensitivity & Specificity Indicators per Model for
“Nervousness”

Model Precision Sensitivity Specificity
Logit Distribution 68,19% 82,32% 24,65%
Random Forest 74,22% 90,08% 39,88%
K-Nearest Neighbours 78,82% 80,80% 24,52%

39By CV, the L1/L2 ratio was determined at 0,0.
40By CV, the number of ‘neighbours’ was determined at 40.
41The OOB score was 73,92%.
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3- Analysis N°3: “Restlessness”

Table 10: Confusion Matrices for “Restlessness”

Logit
Distribution42

Y0 Y1

Ŷ0 12.433 2.849

Ŷ1 9.653 3.056

Random
Forest

Y0 Y1

Ŷ0 17.013 1.970

Ŷ1 5.073 3.935

K -Nearest
Neighbours43

Y0 Y1

Ŷ0 21.651 5.720

Ŷ1 435 185

Table 11: MSE & AUC Indicators per Model for “Restlessness”

Model MSE AUC
Logit Distribution 44,66% 55,48%
Random Forest44 25,16% 79,67%
K-Nearest Neighbours 22,00% 52,57%

Figure 18: ROC Curves for “Restlessness”

Table 12: Precision, Sensitivity & Specificity Indicators per Model for
“Restlessness”

Model Precision Sensitivity Specificity
Logit Distribution 55,33% 81,35% 24,04%
Random Forest 74,84% 89,62% 43,68%
K-Nearest Neighbours 78,01% 79,10% 29,83%

42By CV, the L1/L2 ratio was determined at 0,0.
43By CV, the number of ‘neighbours’ was determined at 50.
44The OOB score was 73,92%.
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4- Analysis N°4: “Exhaustion”

Table 13: Confusion Matrices for “Exhaustion”

Logit
Distribution45

Y0 Y1

Ŷ0 14.722 2.622

Ŷ1 8.382 2.265

Random
Forest

Y0 Y1

Ŷ0 18.500 1.694

Ŷ1 4.604 3.193

K -Nearest
Neighbours46

Y0 Y1

Ŷ0 21.969 4.474

Ŷ1 1.135 413

Table 14: MSE & AUC Indicators per Model for “Exhaustion”

Model MSE AUC
Logit Distribution 39,31% 56,61%
Random Forest47 22,50% 80,63%
K-Nearest Neighbours 20,04% 54,61%

Figure 19: ROC Curves for “Exhaustion”

Table 15: Precision, Sensitivity & Specificity Indicators per Model for
“Exhaustion”

Model Precision Sensitivity Specificity
Logit Distribution 60,69% 84,88% 21,27%
Random Forest 77,50% 91,61% 40,95%
K-Nearest Neighbours 79,96% 83,08% 26,68%

45By CV, the L1/L2 ratio was determined at 0,0.
46By CV, the number of ‘neighbours’ was determined at 40.
47The OOB score was 77,23%.
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5- Analysis N°5: “Psychological Distress”

Table 16: Confusion Matrices for “Psychological Distress”

Logit
Distribution48

Y0 Y1

Ŷ0 16.978 1.694

Ŷ1 7.836 1.483

Random
Forest

Y0 Y1

Ŷ0 21.568 971

Ŷ1 3.246 2.206

K -Nearest
Neighbours49

Y0 Y1

Ŷ0 22.109 2.661

Ŷ1 2.705 516

Table 17: MSE & AUC Indicators per Model for “Psychological Distress”

Model MSE AUC
Logit Distribution 34,00% 59,10%
Random Forest50 15,07% 87,14%
K-Nearest Neighbours 19,17% 54,59%

Figure 20: ROC Curves for “Psychological Distress”

Table 18: Precision, Sensitivity & Specificity Indicators per Model for
“Psychological Distress”

Model Precision Sensitivity Specificity
Logit Distribution 65,95% 90,93% 15,91%
Random Forest 84,93% 95,69% 40,46%
K-Nearest Neighbours 80,83% 89,26% 16,02%

48By CV, the L1/L2 ratio was determined at 0,0.
49By CV, the number of ‘neighbours’ was determined at 20.
50The OOB score was 85,19%.
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VI. Conclusion

In this last Part, a comment on the main findings will be formulated on Section A) concerning

not only on the achieved results, but also on the overall performance of the model in relation to

alternatives. Lastly, concluding remarks shall be delivered on Section B).

A) Main Findings

From Part V., a number of aspects can be discussed. To begin with, from Section A) it can

be inferred that the most relevant variables (i.e. the first nodes of the tree) can be traced back

to the main following:

� The ability to fall and/or remain asleep, and also related, the quality of the sleep (i.e. how
rested a person feels);

� Difficulties in leg movement which involve walking, standing, climbing and/or kneeling;
� Any self-perceived functional limitation in movement;
� Worried by medical costs, or also general costs51;
� Concerns raised by retirement;
� The marital status at the moment of the enquiry; and
� Computer use indicators, among other.

Provided the variables identified by the predictive model, it follows that a wide range of

aspects are involved: from monetary to physical, including interactions with a significant other

or the neighbourhood. In an attempt to establish the hierarchy of the features, Table 19 in the

Appendix enumerates the variables, ordered by most important to the least, according to the

Gini criterion. Although it may be true that all of these variables may be correlated in some

particular instances, it roughly applies on a broader sense. A visualisation of the low correlations

between indicators is presented in Figure 21.
51The latter worries are concerned on housing/rent, health costs, bills, quality of life, health bills, and medical

costs.
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Figure 21: Correlation Matrix for the Most Relevant Indicators
According to the Gini Criterion
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Because of this, the suggestion that non-linear model was the best theoretic approach seems

validated: psychological distress is present in the aforementioned regressors, whereas these do

not correlate significantly systematically between each other. In this sense, interactions between

variables strike as vital in order to grasp a better comprehension of the phenomenon in question.

Moreover, concerning the alternative models, from B) it strikes at first that Random Forest

outperforms the linear model of Logit-LASSO considering the MSE indicator. Furthermore,

on average Random Forests predicts similarly to KNN; however, significant differences arise

between both when contemplating the AUC and ROC indicators: while the former achieves

80,0% on average, the latter cannot surpass 60,0%. This represents a significant drawback for

KNN, allowing to conclude with the original question of this work: the non-linear relation of

the variables.

B) Concluding Remarks

The purpose of this work was to grasp a better understanding of psychological distress and its

numerous realisations, which included sadness, nervousness, restlessness and exhaustion. Parting
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from the prior that predictions vary significantly across different regressors, it was deemed as

important to build a non-linear model that would cope with a wide range of variables; and the

chosen model was random forests.

In the course of this work, it has been shown how differences in key variables condition the

relevance of other features. In average for all the models, there seems to be a clear pattern around

spatial mobility, financial restrictions, quality of sleep, and marital status. It is interesting to

highlight the presence of these variables in the vast literature of psychological distress.

Rather than dealing with issues involving psychological or technical aspects, a major challenge

faced by the work has fallen around the data and how it was structured. Highly unbalanced

observations forced the grouping of the initial five classes per variable into a new pair, making

the variable dichotomous at the investigator’s discretion. Even though the inclusion of a number

of databases moderated this issue to some extent, the resulting enlarged database had seldom

brought some computational costs.52 Moreover, it might be stated that additional indicators

could be contemplated, such as family environment, or genetics.

Furthermore, it could be argued that a drawback of the study was the lacking of explana-

tory mechanisms; however, given that the scope was to build predictive -not causal- models,

it leaves ground for future analysis around mechanisms that have not been already studied in

the literature. As for the building of the indicator for ‘psychological distress’, other calculations

might be pursued, such as Non-Linear Principal Component Analysis - NLPCA, or also CatPCA

(Linting, 2012).53 The same could also be applied to other highly correlated regressors. Last

but not least, other non-linear methodologies can be explored in order to seek further relations

among variables, for instance neural networks.

All in all, the work has shed light on the highly complex and often hard to measure (if not

unobserved) questions around psychological distress. As a recommendation for policy, author-

ities may place their focus on some indicators more thoroughly than on others at the time of

battling this issue. Elevated health costs, mobility limitations, labour market characteristics,
52For instance, the KNN command was highly sensitive to the number of neighbours - the higher the number,

the more the time required. Another example can be found in the use of traditional oversampling techniques
(where values even at 50% for both did not show significant reductions in time costs), or ‘Bordeline-SMOTE1’.

53Principal Component Analysis (PCA) was first considered to build the proposed outcome; however, the
resulting values were neither intuitive nor clear for the algorithm.
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and unsettling neighbourhoods, just to mention a few, may be wanted to be paid more attention

when dealing with psychological distress. This too should also be in mind for the COVID-19

pandemic, where lower income, less mobility and temporary job suspensions, accompanied by

sleep alterations, should be brought onto the table when discussing both the length and depth

of quarantine.
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Appendix

Other Correlations

Correlation Matrix for Several Indicators Related with
Physical Activity

Vigo
rou

s a
ct.

 (w
ee

k)

Vigo
rou

s a
ct.

 (a
nn

ua
l)

Mod
era

te 
ac

t. (
wee

k)

Mod
era

te 
ac

t. (
an

nu
al)

Stre
ng

th 
us

e (
wee

k)

Stre
ng

th 
us

e (
an

nu
al)

Stre
ng

th 
us

e f
req

.

Vigorous act. (week)

Vigorous act. (annual)

Moderate act. (week)

Moderate act. (annual)

Strength use (week)

Strength use (annual)

Strength use freq.

1 0.04 0.43 0.04 0.4 0.01 0.25

0.04 1 0.01 0.37 0 0.44 -0.13

0.43 0.01 1 0.11 0.39 0.02 0.24

0.04 0.37 0.11 1 0.04 0.29 -0.05

0.4 0 0.39 0.04 1 0.03 0.61

0.01 0.44 0.02 0.29 0.03 1 -0.26

0.25 -0.13 0.24 -0.05 0.61 -0.26 1

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

Source: NHIS

Correlation Matrix for Several Indicators Related with
Substance Consumption such as Cigarettes and Alcohol
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Figure 22: Correlation Matrix for Several Indicators Related with
Labour Conditions
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Psychological Distress and Demographics

Figure 23: Psychological Distress on Sex, Ethnics and Gender
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Figure 24: Psychological Distress on Age
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Random Forest Feature Relevance

Table 19: Random Forest Feature Relevance using Gini criterion

# Feature Gini Importance

1 Cannot fall/remain asleep 0,10143

2 Feels rested (week) 0,07887

3 Presents any functional limitation 0,06062

4 Worried by general cost 0,05959

5 Has seen mental professional 0,05629

6 Low back pain 0,05032

7 Can walk/stand/climb/knee without help 0,04734

8 Has migraines 0,04643

9 Worried about retirement 0,04585

10 Has neck pain 0,02923

11 Worried about medical costs 0,02915

12 Cannot afford dental care 0,02537

13 Joint pain/aching/stiffness 0,02523

14 Assisted in social activities 0,02240

15 Satisfaction with healthcare 0,01747

16 Evolution of health 0,01741

17 Cannot afford medicine 0,01656

18 Need to save money 0,01425

19 Trust in neighbours 0,01390

20 Is currently married 0,01294

21 Takes sleep medication 0,01265

22 Assisted to go out 0,01258

23 N° of bed days 0,01246

24 Cannot afford glasses 0,01244

25 Paid sick leave in job 0,01125

26 Medication was prescribed 0,00988
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# Feature Gini Importance

27 Cannot see even w/glasses 0,00966

28 Paid by the hour 0,00917

29 Tested for HIV 0,00872

30 Smoking status 0,00806

31 Limitation condition status 0,00693

32 Hours of sleep 0,00639

33 Rely on neighbours 0,00577

34 Work Status 0,00573

35 Assisted to push 0,00549

36 Has used e-cigarettes 0,00500

37 Cannot afford mental care 0,00487

38 Has arthritis 0,00460

39 Office visits 0,00445

40 Age 0,00434

41 Assisted to sit 0,00429

42 Had to ask for lower costs 0,00408

43 Worried by credit card payments 0,00375

44 Help from neighbours 0,00306

45 Told to take low-dose aspirin 0,00298

46 Years living in that town 0,00298

47 Difficulty to carry 0,00257

48 Needs special equipment 0,00219

49 Computer use frequency 0,00215

50 Employment condition 0,00206

51 Cannot afford specialist 0,00177

52 Seen a NP/ PA/midwife 0,00172

53 Seen eye doctor 0,00162

54 Pneumonia shot 0,00156

55 Asthmatic 0,00138

52



# Feature Gini Importance

56 Jaw/front of ear pain 0,00136

57 E-mail use 0,00133

58 Marital Status 0,00132

59 Is supervisor 0,00129

60 Seen medical specialist 0,00123

61 Appointment delayed 0,00104

62 Close-knit community 0,00102

63 Was talked about own weight 0,00101

64 Years working on job 0,00089

65 Has searched health information on Internet 0,00087

66 Is the current job the longest? 0,00081

67 Finds healthcare expensive 0,00078

68 Worried for children’s college costs 0,00078

69 Internet use freq. (year) 0,00073

70 Internet use 0,00071

71 Ever smoked cigar 0,00058

72 Where to go when sick 0,00056

73 Evert tested hepatitis 0,00056

74 Stomach problems 0,00054

75 Evolution of insurance since LY 0,00052

76 Smokes pipe 0,00050

77 Working status (year) 0,00046

78 Internet use frequency (units) 0,00046

79 Had diabetes 0,00035

80 Difficulty to reach 0,00030

81 Assisted to relax 0,00030

82 Vigorous activity (annual) 0,00029

83 Had 12 or more drinks (year) 0,00029

84 Has chronic bronchitis 0,00025
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# Feature Gini Importance

85 Parent of child 0,00022

86 Seen a therapist 0,00021

87 Had an ulcer 0,00020

88 Tried to buy insurance 0,00020

89 Ethnics 0,00019

90 Assisted to grasp 0,00015

91 Drinking status 0,00014

92 Alternatives for saving 0,00013

93 Emailed physician 0,00011

94 Hispanic 0,00011

95 Not open when spare time 0,00010

96 Moderate activity (annual) 0,00010

97 N° of employees 0,00010

98 Times in ER 0,00009

99 Had to wait for doctor 0,00008

100 Region 0,00007

101 Type of worker 0,00007

102 Freq. drank alcohol (daily) 0,00006

103 Couldn’t get appointment on the phone 0,00005

104 Time since saw dentist 0,00005

105 Vigorous activity (week) 0,00004

106 Strength use (annual) 0,00004

107 Freq. drank alcohol 0,00004

108 Opt. sleep 0,00004

109 Sex 0,00003

110 Minority 0,00003

111 Medical appointment on Internet 0,00002

112 Moderate act. (week) 0,00002

113 Strength use (week) 0,00002
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# Feature Gini Importance

114 Strength use frequency 0,00002

115 Weight 0,00001

116 Hearing without aid 0,00001

117 Weight without shoes 0,00001

118 Body Mass Index 0,00001

119 Gender 0,00001

120 Employed in... Manufacturing (IND_05) 0,00001

121 Employed in... Education Services(IND_15) 0,00001

122 Employed in... Health Care and Social Assistance (IND_16) 0,00001

123 Works as... Chief executives, or managers (OCC_01) 0,00001
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Logit Coefficients

Table 20: Logit Coefficients after ’Elastic-Net’ Regularisation,
in Descending Order by Absolute Value, for Psychological Distress

# Variable Coefficient

1 N of bed days 0,00122

2 Freq. drank alcohol -0,00081

3 Age -0,00030

4 Years on job -0,00028

5 Weight without shoes 0,00027

6 Feels rested p/week -0,00021

7 Fall/remain asleep 0,00019

8 Sleep med, freq, 0,00010

9 Moderate act, (week) -0,00009

10 Office visits 0,00009

11 Assisted in social act, 0,00006

12 Body Mass Index 0,00006

13 General cost worry -0,00006

14 Hours of sleep -0,00006

15 Medical costs worry -0,00006

16 Retirement worry -0,00006

17 Vigorous act. (week) -0,00006

18 Walk/stand/climb/knee 0,00006

19 Assisted to go out 0,00005

20 Assisted to push 0,00005

21 Any functional limitation -0,00004

22 Assisted to sit 0,00004

23 Computer use freq, -0,00004

24 Difficulty to carry 0,00004

25 Height -0,00004
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# Variable Coefficient

26 Low back pain -0,00004

27 Smoking status -0,00004

28 Strength use freq, -0,00004

29 Years living in that town -0,00004

30 Any joint pain -0,00003

31 Close-knit community 0,00003

32 Drinking status -0,00003

33 Employment condition 0,00003

34 Freq, drank alcohol (daily) -0,00003

35 Help from neighbours 0,00003

36 Marital Status 0,00003

37 Migrane -0,00003

38 Neck pain -0,00003

39 Rely on neighbours 0,00003

40 Strength use (week) 0,00003

41 Times in ER 0,00003

42 Trust in neighbours 0,00003

43 Vigorous act. (annual) 0,00003

44 Asmthatic -0,00002

45 Assisted to grasp 0,00002

46 Assisted to relax 0,00002

47 Cannot pay dental care -0,00002

48 Cannot see even w/glasses -0,00002

49 College for child worry -0,00002

50 Difficulty to reach 0,00002

51 Has arthritis -0,00002

52 Health info, on Internet -0,00002

53 Married -0,00002

54 Moderate act. (annual) 0,00002
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55 Needs special equipment -0,00002

56 Satisfied w/healthcare 0,00002

57 Seen mental prof. -0,00002

58 Strength use (annual) 0,00002

59 Time since saw dentist 0,00002

60 Alternatives for saving -0,00001

61 Asked for lower costs -0,00001

62 Cannot afford glasses -0,00001

63 Cannot pay medicine -0,00001

64 Cannot pay mental care -0,00001

65 Credit cards worry -0,00001

66 Current job, the longest? 0,00001

67 Delayed appointment -0,00001

68 E-mail use 0,00001

69 Ethnics -0,00001

70 Evert tested hepatitis -0,00001

71 Evolution of health -0,00001

72 Evolution of insurance -0,00001

73 Expensive care -0,00001

74 Had an ulcera -0,00001

75 Had to wait for doctor -0,00001

76 Has chronic bronchitis -0,00001

77 Has had cancer -0,00001

78 Hearing without aid 0,00001

79 Hispanic -0,00001

80 Internet use freq. (units) -0,00001

81 Jaw/front of ear pain -0,00001

82 Limitation condition status 0,00001

83 Medical appointment on Internet -0,00001
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84 Medication was prescribed -0,00001

85 N° of employees 0,00001

86 Need to save -0,00001

87 Opt. sleep 0,00001

88 Paid by the hour -0,00001

89 Paid sick leave in job 0,00001

90 Parent of child -0,00001

91 Seen a NP/ PA/midwife -0,00001

92 Seen a therapist -0,00001

93 Seen medical specialist -0,00001

94 Stomach problems -0,00001

95 Talked about weight -0,00001

96 Tested for HIV -0,00001

97 Type of worker -0,00001

98 Unaffordable specialist -0,00001

99 Used e-cigarettes -0,00001

100 Weight -0,00001

101 Work Status 0,00001

102 Working status (year) 0,00001
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