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#### Abstract

This paper deals with the effective computation of the radical of certain polynomial ideals. Let $k$ be a characteristic zero field, $f_{1}, \ldots, f_{n-r} \in k\left[X_{1}, \ldots, X_{n}\right]$ a regular sequence with $d:=\max _{j} \operatorname{deg} f_{j}$, $\Im$ the generated ideal, $\sqrt{\Im}$ its radical, and suppose that the factor ring $k\left[X_{1}, \ldots, X_{n}\right] / \sqrt{\Im}$ is a Cohen-Macaulay ring. Under these assumptions we exhibit a single exponential algorithm which computes a system of generators of $\sqrt{\Im}$.
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## 1 Introduction

Let $k$ be a field of characteristic zero, $X_{1}, \ldots, X_{n}$ be indeterminates over $k$ and $f_{1}, \ldots, f_{s}$ polynomials in $k\left[X_{1}, \ldots, X_{n}\right]$ generating an ideal $\Im$.
The present paper deals with the effective computation of a system of generators for the radical of $\Im$. This problem seems to be, in a quite natural way, the next step to follow, now that the quantitative versions of the Nullstellensätze, effective Noether normalization, membership problem for complete intersection ideals, equidimensional decomposition, etc. have been found (see, for instance, the surveys [3], [26] and [2] and their bibliography).

The general problem, without any hypothesis on the $f_{i}$ 's, has already been considered in [1], [17] and [9]. Even when the techniques vary from work to work (Gröbner basis and linear algebra in the first two, basic duality theory in the third), all of them resort to certain quotient ideals. It is well-known that quotients are essentially difficult to compute, at least from the complexity point of view, and lead to doubly exponential time algorithms in the best case ([17]). This constraint, also appearing in the present paper (see Theorem 4 below), can be satisfactorily solved if we assume that the input polynomials $f_{1}, \ldots, f_{s}$ form a regular sequence whose zeros define a Cohen-Macaulay variety $V$. This condition, satisfied for example if $V$ is a non-singular variety defined by a regular sequence, allows to deduce a single exponential algorithm (see Section 5).

The problem, under the complete intersection hypothesis, has been treated in [8], also making use of duality tools. The authors observe that if a single exponential bound for the degree of a system of generators of $\sqrt{\Im}$ is a priori known, then there exists a single exponential algorithm to compute it (see also Section 5.3). Unfortunately, such an upper bound is not yet known for the complete intersection general case. The best results in this direction are the following : if $Z$ is a smooth, purely dimensional projective variety, its associated ideal $I(Z)$ can be generated by forms of degree bounded by $(\operatorname{dim}(Z)+1)(\operatorname{deg}(Z)-2)+2([2$, Theorem 3.12]) (in the case $\operatorname{dim}(Z) \leq 3$, the upper bound $\operatorname{deg}(Z)-\operatorname{codim}(Z)+1$ holds; see [13] and [2]). In the affin case it is possible to show that if $V$ is smooth, its ideal $I(V)$ can be generated by polynomials of degree bounded by $\operatorname{deg}(V)([22])$.

In this paper we are able to show the non-intrinsic upper bound :

$$
\max _{j}\left\{\operatorname{deg} f_{j}\right\} \operatorname{codim}(V)\left(2 \operatorname{deg}(V)^{2}+1\right)
$$

when $V \subset \bar{k}^{n}$ (the zeros of the ideal $\Im$ ) is a Cohen-Macaulay variety (Theorem 13).

The paper is organized as follows : Section 3 is devoted to explain the basic facts in trace theory (borrowed from [18]) and the description of the radical as a quotient ideal (Theorem 4). The following section contains a characterization of Cohen-Macaulay algebras by means of a Noether position.
Finally, in Section 5, we describe $\sqrt{\Im}$ as the solutions of a polynomial linear system (see also [8], [9]) whose entries have single exponential degrees. Unfortunately, it is well known that the degrees of a basis of the solutions for a polynomial linear system don't depend polynomially on the parameters (see [21] or [6]). However, for the special case when $k\left[X_{1}, \ldots, X_{n}\right] / \sqrt{\Im}$ is a Cohen-Macaulay ring, a polynomial upper bound can be exhibited (sections 5.1 and 5.2). From this estimation we obtain a single exponential upper bound for a system of generators of $\sqrt{\Im}$ (Theorem 13) and therefore a single exponential time algorithm to compute this radical ideal (Theorem 14).

We thank the referees for many useful remarks and pertinent suggestions.

## 2 Notations

Throughout the paper we shall maintain the following notations:

- $n$ and $r$ are non-negative integers with $0 \leq r<n$.
- $k$ is a characteristic zero field and the polynomial ring $k\left[X_{1}, \ldots, X_{r}\right]$ is denoted by $A$.
- $f_{1}, \ldots, f_{n-r}$ is a polynomial regular sequence in $k\left[X_{1}, \ldots, X_{n}\right]$ which generates an ideal $\Im$. We write $\sqrt{\Im}$ for the radical of $\Im$. The set of zeros of $\Im$ in $I A_{\bar{k}}^{n}$ (the affine $n$-dimensional space over the algebraic closure $\bar{k}$ ) is denoted by $V$ and its usual geometric degree by $\operatorname{deg}(V)$. The integer $d$ is an upper bound for the total degrees of the polynomials $f_{i}$.
- $B$ denotes the factor ring $k\left[X_{1}, \ldots, X_{n}\right] / \Im$ and the variables $X_{1}, \ldots, X_{n}$ are in Noether position w.r.t. $\Im$ (i.e. the canonical morphism $A \rightarrow B$ is an integral monomorphism). The reduced ring $k\left[X_{1}, \ldots, X_{n}\right] / \sqrt{\Im}$ shall be denoted by $B_{\text {red }}$ (observe that the variables $X_{1}, \ldots, X_{n}$ are also in Noether position w.r.t. $\sqrt{\Im})$.
For any polynomial $f \in k\left[X_{1}, \ldots, X_{n}\right]$ we denote by $\bar{f}$ its class in $B$.
- $\Delta$ denotes the determinant of the Jacobian matrix $\left(\frac{\partial f_{i}}{\partial X_{r+j}}\right)_{1 \leq i, j \leq n-r}$.


## 3 Describing radicals by means of Trace Theory

### 3.1 The definition of the trace

We consider the ring $B$ as an $A$-algebra and we denote by $B^{*}$ the dual space $\operatorname{Hom}_{A}(B, A)$. The $A$-module $B^{*}$ admits a natural structure of $B$-module in the following way : for any pair $(b, \beta)$ in $B \times B^{*}$ the product $b . \beta$ is the $A$-linear application of $B^{*}$ defined by $(b . \beta)(x):=\beta(b x)$, for each $x$ in $B$.

Our assumptions about $A$ and $B$ allow to show that the $B$-modules $B$ and $B^{*}$ are isomorphic (see [18, Example F. 19 and Corollary F.10]) and therefore $B^{*}$ can be generated by a single element. A generator $\sigma$ of $B^{*}$ is called a trace of $B$ over $A$.

Under our hypothesis we have the additional property that $B$ is a finite free $A$-module whose rank will be denoted by $N$ (see Corollary 6 below). Fix for the moment a basis of this module; each element $b \in B$ defines, by multiplication, a square matrix $M_{b} \in A^{N \times N}$. If we denote by trace $\left(M_{b}\right)$ the trace of the matrix $M_{b}$, the application $b \mapsto \operatorname{trace}\left(M_{b}\right)$ defines (independently of the basis of $B)$ an element of $B^{*}$ called the usual trace and denoted by Tr . Unfortunately the usual trace is not always a generator of $B^{*}$ (in other words the usual trace is not necessarily a trace).

The trace associated to a regular sequence

Let us consider now the tensor product $B \otimes_{A} B$. This ring can be considered in a natural way as an $A$-algebra and as a $B$-bialgebra (with right and left multiplications).
Let $\mu: B \otimes_{A} B \rightarrow B$ be the morphism of $A$-algebras (or $B$-bialgebras) defined by $\mu\left(b \otimes b^{\prime}\right):=b b^{\prime}$. Denote by $\mathcal{K}$ the kernel of $\mu$. It is easy to show that $\mathcal{K}$ is the ideal generated by all the elements $b \otimes 1-1 \otimes b$, where $b$ ranges over $B$ (see for example [15, Proposition 1.3]).

From the fact that $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})(b \otimes 1-1 \otimes b)=0$ for all $b \in B$, one infers that the induced structures of right and left $B$-modules over $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})$ coincide. In other words, if $\sum_{i} b_{i} \otimes b_{i}^{\prime}$ belongs to $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})$ and $b$ is an element of the ring $B$ we have : $\sum_{i} b b_{i} \otimes b_{i}^{\prime}=\sum_{i} b_{i} \otimes b b_{i}^{\prime}$. Moreover it is possible to show that $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})$ is a cyclic $B$-module ( $[18$, Corollary F.10]).

Let us consider the application $\Phi: B \otimes_{A} B \rightarrow \operatorname{Hom}_{A}\left(B^{*}, B\right)$ defined by

$$
\Phi\left(\sum_{i} b_{i} \otimes b_{i}^{\prime}\right)(\beta):=\sum_{i} b_{i} \beta\left(b_{i}^{\prime}\right),
$$

where $b_{i}, b_{i}^{\prime} \in B$ and $\beta \in B^{*}$.
From the freeness of $B$ it is easy to see that $\Phi$ is an isomorphism and the image of $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})$ by $\Phi$ is exactly $\operatorname{Hom}_{B}\left(B^{*}, B\right)$.

For each generator $\Gamma:=\sum_{m} b_{m} \otimes b_{m}^{\prime}$ of the $B$-module $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})$ the element $\Phi(\Gamma)$ is a generator of $\operatorname{Hom}_{B}\left(B^{*}, B\right)$ and then there exists a uniquely determinated $\sigma_{\Gamma} \in B^{*}$ such that $\Phi(\Gamma)\left(\sigma_{\Gamma}\right)=1$. One deduces immediately that $\sigma_{\Gamma}$ is a trace for $B$ (which is called the trace associated to $\Gamma$ ).

From the definitions of $\Phi, \Gamma$ and $\sigma_{\Gamma}$ we have the following "trace formula" for all $b \in B$ :

$$
\begin{equation*}
b=\sum_{1 \leq m \leq M} \sigma_{\Gamma}\left(b b_{m}^{\prime}\right) b_{m} . \tag{1}
\end{equation*}
$$

In particular we observe that $b_{1}, \ldots, b_{M}$ is a system of generators of the $A$ module $B$.

By means of the element $\Gamma$ it is possible to obtain a relation between the trace $\sigma_{\Gamma}$ and the "usual trace" Tr; more precisely (see [18, Corollary F.12]) :

$$
\begin{equation*}
\mu(\Gamma) \cdot \sigma_{\Gamma}=\operatorname{Tr} \tag{2}
\end{equation*}
$$

In terms of elements of $B$ this formula says that for all $b \in B$ the equality $\sigma_{\Gamma}(\mu(\Gamma) b)=\operatorname{Tr}(b)$ holds.

Let $Y_{r+1}, \ldots, Y_{n}$ be new indeterminates over $k$; for each polynomial $f \in$ $k\left[X_{1}, \ldots, X_{n}\right]$ we write

$$
f^{(Y)}:=f\left(X_{1}, \ldots, X_{r}, Y_{r+1}, \ldots, Y_{n}\right)
$$

in the polynomial ring $k\left[X_{1}, \ldots, X_{r}, Y_{r+1}, \ldots, Y_{n}\right]$.
Hence we have the canonical isomorphism of $A$-algebras :

$$
\begin{equation*}
B \otimes_{A} B \cong A\left[X_{r+1}, \ldots, X_{n}, Y_{r+1}, \ldots, Y_{n}\right] /\left(f_{1}, \ldots, f_{n-r}, f_{1}^{(Y)}, \ldots, f_{n-r}^{(Y)}\right) \tag{3}
\end{equation*}
$$

If one considers each polynomial $f_{i}^{(Y)}-f_{i}$ as a polynomial in the variables $Y_{r+1}, \ldots, Y_{n}$ with coefficients in $k\left[X_{1}, \ldots, X_{n}\right](1 \leq i \leq n-r)$, its Taylor expansion around the point $\left(X_{r+1}, \ldots, X_{n}\right)$ gives the relation :

$$
f_{i}^{(Y)}-f_{i}=\sum_{1 \leq j \leq n-r} a_{i j}\left(Y_{r+j}-X_{r+j}\right)
$$

where $a_{i j} \in k\left[X_{1}, \ldots, X_{n}, Y_{r+1}, \ldots, Y_{n}\right]=A\left[X_{r+1}, \ldots, X_{n}, Y_{r+1}, \ldots, Y_{n}\right]$ are polynomials of total degree bounded by $d-1$.
Following [18, Corollary E. 19 and Example F.19] the class of $\operatorname{det}\left(a_{i j}\right) \bmod -$ ulo the ideal $\left(f_{1}, \ldots, f_{n-r}, f_{1}^{(Y)}, \ldots, f_{n-r}^{(Y)}\right)$ gives a generator of $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})$ by means of the identification (3).

In other words we have (see also [10, Section 3.4]) :
Proposition 1 There exist polynomials $a_{m}, c_{m}$ in $k\left[X_{1}, \ldots, X_{n}\right]$ satisfying the inequality $\operatorname{deg}\left(a_{m}\right)+\operatorname{deg}\left(c_{m}\right) \leq(n-r) d,(1 \leq m \leq M)$, such that $\sum_{m} \bar{a}_{m} \otimes \bar{c}_{m}$ is a generator of $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})$ and $\bar{\Delta}=\sum_{m} \bar{a}_{m} \bar{c}_{m}$. Either family $\left(\overline{a_{m}}\right)_{m}$ or $\left(\overline{c_{m}}\right)_{m}$ is a system of generators of $B$ over $A$.

Definition 2 The trace associated to the generator of $\operatorname{Ann}_{B \otimes_{A} B}(\mathcal{K})$ introduced in Proposition 1 will be called the trace associated to the regular sequence $f_{1}, \ldots, f_{n-r}$ and we will denote it by $\sigma_{\Delta}$.

Let us observe that in this case the relation (2) gives

$$
\begin{equation*}
\bar{\Delta} \cdot \sigma_{\Delta}=\operatorname{Tr} \tag{4}
\end{equation*}
$$

### 3.2 Describing the radical by means of the Jacobian

In this section we give the well-known characterization of the radical of the complete intersection ideal $\Im$ as the quotient $(\Im: \Delta)$. This result can be found in several previous works (see for instance [8] for the complex case, or [9, Th.2.1] for the general case). For the sake of simplicity we include a proof of this fact.

We start with an elementary, well-known characterization of nilpotent matrices.

Proposition 3 Let $K$ be a field of characteristic 0 and let $\phi \in K^{N \times N}$. Then $\phi$ is a nilpotent matrix if and only if $\operatorname{Tr}\left(\phi^{i}\right)=0$ for all $i \in \mathbb{N}$.

Proof.- Without loss of generality we may suppose that $K$ is algebraically closed. Let $\lambda_{1}, \ldots, \lambda_{t}$ be the different non zero eigenvalues of $\phi$ and $k_{1}, \ldots, k_{t}$ the corresponding multiplicities in the characteristic polynomial of $\phi$. It is easy to see (for instance by means of the Jordan form of $\phi$ ) that for all $i \in \mathbb{N}$,

$$
0=\operatorname{Tr}\left(\phi^{i}\right)=\sum_{j=1}^{t} k_{j} \lambda_{j}^{i}
$$

Therefore $\left(k_{1}, \ldots, k_{t}\right)$ is a solution of an invertible Vandermonde matrix, which implies that $t=0$ and hence 0 is the only eigenvalue of the matrix. The converse is obvious.

Theorem 4 Let $f$ be an element of $k\left[X_{1}, \ldots, X_{n}\right]$ and $\bar{f}$ its class in the factor ring $B$. Then the following statements are equivalent:

1. $f \in \sqrt{\Im}$;
2. $\operatorname{Tr}(\bar{f} b)=0$, for all $b \in B$;
3. $f \in(\Im: \Delta)$.

Proof.- From Proposition 1 together with the relations (1) and (4) we obtain :

$$
\overline{\Delta f}=\sum_{1 \leq m \leq M} \operatorname{Tr}\left(\bar{f} \overline{c_{m}}\right) \overline{a_{m}}=\sum_{1 \leq m \leq M} \sigma_{\Delta}\left(\overline{\Delta f} \overline{c_{m}}\right) \overline{a_{m}} .
$$

Now conditions 2 and 3 become immediately equivalent.
If $f$ belongs to $\sqrt{\Im}$ then $M_{\bar{f} b}$ (the matrix of multiplication by $\bar{f} b$ ) is nilpotent and Condition 2 follows from Proposition 3.
Conversely, the condition $\operatorname{Tr}(\bar{f} b)=0$ for every $b \in B$ implies that $\operatorname{Tr}\left(\bar{f}^{i}\right)=$ 0 for all index $i \in \mathbb{N}$ and the proposition already quoted shows that 1 . holds.

## 4 Cohen-Macaulayness via Noether Normalization Lemma

In this section we give a characterization of certain Cohen-Macaulay algebras as free modules over a polynomial ring in Noether position. This criterion has been treated in [12], [23] and [11].

We start by briefly recalling some basic definitions concerning Cohen-Macaulay rings (see [16] and [20]) that we shall use in the sequel.

Let $\mathcal{O}$ be a Noetherian local ring; we define the depth of $\mathcal{O}$ as the length of a maximal regular sequence. We say that $\mathcal{O}$ is a Cohen-Macaulay ring in case its depth and dimension coincide. An arbitrary Noetherian ring $R$ is called Cohen-Macaulay if any localization in a maximal ideal is a Cohen Macaulay local ring. Finally, we shall say that an ideal is unmixed if the heights of its associated prime ideals are all equal.

The following key result (known as Hironaka's lemma) is classical; it can be found in [25, Ch.IV, Prop.22] for the local case, and in [11, Lemma 3.3.1] (in fact, our proof is essentially the same as the one of [11], even if the statements are slightly different).

Lemma 5 Let $R:=k\left[X_{1}, \ldots, X_{n}\right] / I$, where $I$ is an unmixed ideal, $A:=$ $k\left[X_{1}, \ldots, X_{r}\right]$ and suppose that the canonical morphism $A \rightarrow R$ verifies the Noether Normalization Lemma. Then $R$ is a Cohen-Macaulay ring if and only if $R$ is $A$-free.

Proof.- $(\Rightarrow)$ We proceed by induction on $r$. For the case $r=0$ we observe that $A=k$ and that $R$ is a $k$-vector space of finite dimension. Hence $R$ is a free $A$-module.
It suffices now to show the lemma for fixed $0<r \leq n-1$ supposing it true for $r-1$.
Quillen-Suslin Theorem ([19, Ch.III, Th.1.8]) states that the classes of finite projective modules and of finite free modules over a polynomial ring are the same, therefore it will be enough to show that $R$ is $A$-projective.
First observe that $\bar{k} \otimes_{k} A$ is a faithfully flat $A$-algebra. Thus $\bar{k} \otimes_{k} R=$ $\left(\bar{k} \otimes_{k} A\right) \otimes_{A} R$ is a projective $\bar{k} \otimes_{k} A$-module if and only if $R$ is a projective $A$-module ([19, Ch.I, Prop.2.15]). Therefore we may suppose without loss of generality that $k$ is algebraically closed.
Since $R$ is a finite $A$-module it suffices to show that for any maximal ideal $\mathcal{M}$ of $A$ the localized $A_{\mathcal{M}}$-module $R_{\mathcal{M}}$ is free.
Let $\mathcal{M}$ be a maximal ideal of $A=k\left[X_{1}, \ldots, X_{r}\right]$. Since $k$ is by assumption algebraically closed there exist elements $a_{1}, \ldots, a_{r}$ of $k$ such that $\mathcal{M}=$ $\left(X_{1}-a_{1}, \ldots, X_{r}-a_{r}\right)$. Without loss of generality we may assume $a_{1}=$ $\cdots=a_{r}=0$. For the sake of simplicity, we shall write $R$ for $R_{\mathcal{M}}$ and $A$ for $A_{\mathcal{M}}$.
Since the canonical map $A \hookrightarrow R$ is integral and the ideal (0) is unmixed we conclude that $X_{r}$ is not a zero divisor in $R$. It is easy to see that the rings $R^{\prime}:=R /\left(X_{r}\right)$ and $A^{\prime}:=A /\left(X_{r}\right)$ verify the hypothesis of the lemma : the Cohen-Macaulay theorem implies that $R^{\prime}$ is a Cohen-Macaulay ring (and therefore unmixed) and a standard dimension argument guarantees that $A^{\prime} \hookrightarrow R^{\prime}$ is in Noether position. Then, by our induction hypothesis, $R^{\prime}$ is a free $A^{\prime}$-module of finite rank.
Let $e_{1}, \ldots, e_{N}$ be elements of $R$ such that $e_{1}^{\prime}, \ldots, e_{N}^{\prime}$ (their classes modulo $X_{r}$ ) form a basis of the $A^{\prime}$-free module $R^{\prime}$. Thus $e_{1}, \ldots, e_{N}$ generate the $A / \mathcal{M}$-vector space $R / \mathcal{M} R \cong R^{\prime} / \mathcal{M} R^{\prime}$.
From Nakayama's Lemma we conclude that $e_{1}, \ldots, e_{N}$ generate the $A$ module $R$.

To finish the proof we are going to show that $e_{1}, \ldots, e_{N}$ form a free generator system.
Suppose on the contrary that there exists a nontrivial linear relation

$$
\begin{equation*}
\alpha_{1} e_{1}+\cdots+\alpha_{N} e_{N}=0 \tag{5}
\end{equation*}
$$

in $R$, where $\alpha_{1}, \ldots, \alpha_{N}$ are elements from $A$, not all zero. Without loss of generality we may assume $\alpha_{1}, \ldots, \alpha_{N}$ belong to $k\left[X_{1}, \ldots, X_{r}\right]$. Dividing by a maximal power of $X_{r}$ we obtain representations $\alpha_{1}=X_{r}^{\ell} \beta_{1}, \ldots, \alpha_{N}=$ $X_{r}^{\ell} \beta_{N}$, where $\beta_{1}, \ldots, \beta_{N}$ are elements of $k\left[X_{1}, \ldots, X_{r}\right]$, not all divisible by $X_{r}$, and $\ell$ is a nonnegative integer. Thus we obtain from (5) the equality

$$
X_{r}^{\ell}\left(\beta_{1} e_{1}+\cdots+\beta_{N} e_{N}\right)=0
$$

which holds in $R$. Since $X_{r}$ is not a zero divisor of $R$ we conclude

$$
\beta_{1} e_{1}+\cdots+\beta_{N} e_{N}=0
$$

Hence we may suppose without loss of generality that $\alpha_{1}$ is an element of $k\left[X_{1}, \ldots, X_{r}\right]$ which is not divisible by $X_{r}$. Thus the relation (5) implies that

$$
\alpha_{1}^{\prime} e_{1}^{\prime}+\cdots+\alpha_{N}^{\prime} e_{N}^{\prime}=0
$$

holds in $R^{\prime}$ with $\alpha_{1}^{\prime}, \ldots, \alpha_{N}^{\prime}$ the classes of $\alpha_{1}, \ldots, \alpha_{N}$ in $A^{\prime}$ and $\alpha_{1}^{\prime} \neq 0$. This contradicts the fact that $e_{1}^{\prime}, \ldots, e_{N}^{\prime}$ is a $A^{\prime}$-basis of $R^{\prime}$.
$(\Leftarrow)$ Let's suppose that $k$ is algebraically closed. Let $\mathcal{M}$ be a maximal ideal of $R$. Since $A \hookrightarrow R$ is an integral extension, $\mathcal{N}:=\mathcal{M} \cap A$ is maximal too and therefore $\mathcal{N}=\left(X_{1}-a_{1}, \ldots, X_{r}-a_{r}\right)$ for suitable $a_{1}, \ldots, a_{r} \in k$.
Following [20, Th.17.3] it is enough to show that $X_{1}-a_{1}, \ldots, X_{r}-a_{r}$ is a regular sequence in $R_{\mathcal{M}}$. Our hypothesis about the freeness of $R$ over $A$ guarantee that $X_{r}-a_{r}$ is not a zero divisor in $R$; moreover, if we denote by $R^{\prime}:=R /\left(X_{1}-a_{1}\right)$ and $A^{\prime}:=k\left[X_{1}, \ldots, X_{r-1}\right]$, then $A^{\prime}$ and $R^{\prime}$ are in Noether position and $R^{\prime}$ is $A^{\prime}$-free (the ideal (0) $\subset R^{\prime}$ is also unmixed, however, this property will not be necessary for this implication). This reasoning can be repeated to conclude that $X_{1}-a_{1}, \ldots, X_{r}-a_{r}$ is a $R$-regular sequence, and consequently, a $R_{\mathcal{M}}$ one.
Now we consider the general case, where $k$ is an arbitrary field. Let $\bar{R}:=$ $\bar{k} \otimes_{k} R$ and $\mathcal{M}$ be a maximal ideal of $R$; by a faithful-flatness argument it
is easy to show that there exists a maximal ideal $\overline{\mathcal{M}}$ in $\bar{R}$ lying over $\mathcal{M}$. The argument above guarantees that $\bar{R}_{\overline{\mathcal{M}}}$ is Cohen-Macaulay. Following [20, Th.23.3 and its corollary] we conclude that $R_{\mathcal{M}}$ is Cohen-Macaulay too.

With the notations introduced in Section 2 we have the following well-known corollaries.

Corollary 6 The ring $B$ is an $A$-free module of rank bounded by $d^{n-r}$.
Proof.- Since $\Im$ is generated by a regular sequence, $B$ is a Cohen-Macaulay ring and $(0) \subset B$ is unmixed. The upper bound for the rank is a consequence of Bezout inequality (tensoring by the rational field $k\left(X_{1}, \ldots, X_{r}\right)$ we may assume that $B$ is 0 -dimensional and then we apply, for instance [5, Theorem 17]).

Corollary $7 \quad B_{\mathrm{red}}$ is a Cohen-Macaulay ring if and only if $B_{\mathrm{red}}$ is $A$-free. In this case, the rank of $B_{\mathrm{red}}$ is bounded by $\operatorname{deg}(V)$.

Proof.- It is an immediate consequence of Lemma 5, taking $R:=B_{\text {red }}$. In order to obtain the upper bound for the rank, we first observe that $\mathrm{rk}_{A}\left(B_{\mathrm{red}}\right)=\operatorname{rk}_{k(A)}\left(B_{\text {red }} \otimes_{A} k(A)\right)$, where $k(A)$ denotes $k\left(X_{1}, \ldots, X_{r}\right)$. Let $\wp_{1}, \ldots, \wp_{t}$ be the prime ideals associated to $\sqrt{\Im}$; since $B_{\mathrm{red}} \otimes_{A} k(A)$ is $0-$ dimensional and reduced, its rank is equal to $\sum_{i} \mathrm{rk}_{k(A)}\left(B_{\mathrm{red}} / \wp_{i} \otimes_{A} k(A)\right)$, which in turn equals $\sum_{i}\left[k\left(B_{\mathrm{red}} / \wp_{i}\right): k(A)\right]$.
For each index $i, 1 \leq i \leq t,\left[k\left(B_{\mathrm{red}} / \wp_{i}\right): k(A)\right]$ is bounded by the degree of the affine variety in $I A_{\bar{k}}^{n}$ defined by the prime ideal $\wp_{i}$ (see, for example, [14, Proposition 1]). Adding these degrees we obtain the desired inequality.

## 5 Computing the radical

### 5.1 The radical as the solution of a linear system of equations

We follow the notations introduced in Section 2 .
Let $e_{1}, \ldots, e_{N}$ in $k\left[X_{1}, \ldots, X_{n}\right]$ be polynomials such that their classes in $B$, $\overline{e_{1}}, \ldots, \overline{e_{N}}$, form a basis over $A$ (Corollary 6 ).

Following Theorem 4 one deduces that an element $b \in B$ belongs to the nilradical if and only if $\operatorname{Tr}\left(\overline{e_{i}} b\right)=0$ for $1 \leq i \leq N$.

Let $\mathcal{T} \in A^{N \times N}$ be the matrix having $\operatorname{Tr}\left(\overline{e_{i} e_{j}}\right)$ in the entry $i j$. For any element $b \in B$ let $\alpha_{1}, \ldots, \alpha_{N} \in A$ be its coordinates with respect to this basis. From the $A$-linearity of the trace it follows that $b$ is nilpotent if and only if the vector $\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ is in the kernel of $\mathcal{T}$.

At this stage we can restate Corollary 7 as follows :
Proposition $8 B_{\text {red }}$ is Cohen-Macaulay if and only if the image of $\mathcal{T}$ is a free $A$-submodule of $A^{N}$. The fulfillment of this condition implies that the nilradical of $B$ (isomorphic to the kernel of $\mathcal{T}$ ) is $A$-free.

Proof.- Let $\tau: A^{N} \rightarrow A^{N}$ be the linear transformation associated to the matrix $\mathcal{T}$. Choosing an $A$-basis for $B$ we have the following commutative diagram of $A$-modules :

and then $B_{\text {red }} \simeq \operatorname{Im}(\tau)$.
The second assertion is an immediate consequence of Quillen-Suslin Theorem.

### 5.2 A bound for the degrees of a system of generators of the radical

In the previous paragraph we connect the radical of the ideal $\Im$ with the solutions of a system of polynomial linear equations. Unfortunately, it is well known that there is no simple exponential upper bound for the degrees of a system of generators for such solutions (see [21] and [6]). However, this constraint can be avoided if we assume that $B_{\text {red }}$ is a Cohen-Macaulay ring,
as Lemma 9 and Corollary 10 below show (we recall that $A$ denotes the polynomial ring $\left.k\left[X_{1}, \ldots, X_{r}\right]\right)$.

Lemma 9 Let $M \in A^{N \times N}$ be a matrix whose entries are polynomials of degree bounded by an integer $D$, let $\mathcal{M}$ be a maximal ideal in $A$ and $A_{\mathcal{M}}$ the associated local ring. Suppose that the columns of $M$, as vectors in $A_{\mathcal{M}}^{N}$, generate a free module of rank s (i.e. the image of $M$ is isomorphic to $\left.A_{\mathcal{M}}^{s}\right)$. Then there exists an $A_{\mathcal{M}}$-basis of $\operatorname{Ker}(M) \subset A_{\mathcal{M}}^{N}$ which lies in $A^{N}$ and has degree bounded by $s D$.

Proof.- We denote by $c_{1}, \ldots, c_{N} \in A^{N}$ the columns of $M$ and by $S \subset A_{\mathcal{M}}^{N}$ the $s$-rank free submodule generated by them (i.e. the image of $M$ ). We write $K$ for the residual field $A / \mathcal{M}$.
Since $S$ is $A_{\mathcal{M}}$-free of rank $s, S / \mathcal{M} S$ is a $K$-vector space of dimension $s$ generated by the classes of $c_{1}, \ldots, c_{N}$. Without loss of generality we may suppose that the classes of the first $s$ columns form a basis of this vector space.
By means of Nakayama's Lemma we conclude that $c_{1}, \ldots, c_{s}$ is a system of generators of $S$ and hence an $A_{\mathcal{M}}$-basis.
We may also suppose that the determinant $\delta$ of the submatrix of $M$ composed of the first $s$ rows and $s$ columns is not zero.
Cramer's Rule allows us to compute the $A$-linear combinations which write the columns $\delta c_{s+1}, \ldots, \delta c_{N}$ in terms of $c_{1}, \ldots, c_{s}$. We obtain an upper bound of type $s D$ for the total degrees of the coefficients involved.
More precisely, there exist polynomials $a_{i j} \in A, 1 \leq i \leq s, 1 \leq j \leq N-s$ of degree bounded by $s D$ such that

$$
\begin{equation*}
\delta c_{s+j}=a_{1 j} c_{1}+\cdots+a_{s j} c_{s} \tag{6}
\end{equation*}
$$

holds in $A^{N}$ (in fact the polynomials $a_{i j}$ are $s \times s$ minors of the matrix $M$ ). For each index $j$ set $\varepsilon_{j}:=\operatorname{g.c.d}\left(\delta, a_{1 j}, \ldots, a_{s j}\right), \delta_{j}:=\delta \varepsilon_{j}^{-1}$ and $b_{i j}:=a_{i j} \varepsilon_{j}^{-1}$. Then we obtain from (6) :

$$
\begin{equation*}
\delta_{j} c_{s+j}=b_{1 j} c_{1}+\cdots+b_{s j} c_{s} \tag{7}
\end{equation*}
$$

From the fact that $c_{1}, \ldots, c_{s}$ is a $A_{\mathcal{M}}$-basis of $S$ and that $\delta_{j}, b_{1 j}, \ldots, b_{s j}$ are relatively prime, one deduces that $\delta_{j} \notin \mathcal{M}$. Therefore the $N-s$ vectors

$$
w_{j}:=\left(b_{1 j}, \ldots, b_{s j}, 0, \ldots,-\delta_{j}, \ldots, 0\right)
$$

where $-\delta_{j}$ occurs in the coordinate $s+j, 1 \leq j \leq N-s$, form a basis for the free $A_{\mathcal{M}}$-module $\operatorname{Ker}(M)$ and the lemma follows.

From this lemma we obtain the following global version :
Corollary 10 Let $M \in A^{N \times N}$ be a matrix whose entries are polynomials of degree bounded by an integer $D$. Suppose that the columns of $M$, as vectors in $A^{N}$, generate a free module of rank s (i.e. the image of $M$ is isomorphic to $\left.A^{s}\right)$. Then there exists a finite system of generators of $\operatorname{Ker}(M)$ having degree bounded by $s D$.

Proof.- Let $I$ and $J$ be subsets of $s$ rows and $s$ columns of the matrix $M$ and $D_{I, J}$ be the minor of the associated $s \times s$-submatrix. By Cramer's rule in the fraction field of $A$, if $D_{I, J} \neq 0$, one infers that, for any column $c$ that is not in $J$, the identity

$$
c D_{I, J}=\sum_{h \in J} \pm h D_{I,(J \cup\{c\}) \backslash\{h\}}
$$

holds in $A^{N}$.
Dividing this equality by the greatest common divisor of $D_{I, J}$ and $D_{I,(J \cup\{c\}) \backslash\{h\}}$ (for all $h \in J$ ) as in (7), we obtain an identity which induces an element $w_{I, J, c}$ in $\operatorname{Ker}(M)$ having coordinates of degree bounded by $s D$.
We claim that the submodule $W$ generated by these elements is exactly the kernel of $M$. Clearly we have $W \subset \operatorname{Ker}(M)$.
In order to prove the other inclusion it suffices to consider the situation under localization by a maximal ideal $\mathcal{M} \subset A$. The argument runs as the one of the previous lemma (the flatness of the localization implies the fulfillment of its hypothesis).
From Nakayama's Lemma one sees that there exist a subset of rows $I_{0}$ and a subset of columns $J_{0}$ such that the corresponding elements $w_{I_{0}, J_{0}, c}$ (where $c$ ranges over the set of columns in the complement of $J_{0}$ ) form a $A_{\mathcal{M}}$-basis of $\operatorname{Ker}(M)_{\mathcal{M}}$. In particular, we have $\operatorname{Ker}(M)_{\mathcal{M}} \subset W_{\mathcal{M}}$ for any maximal ideal $\mathcal{M}$. The corollary follows from the local-global principle.

In the next proposition we estimate the degree of the elements of a polynomial local basis for the free $A$-module $B$ (we recall that no similar bound is known up to now for the global case).

Proposition 11 Let $\mathcal{M}$ be a maximal ideal of $A$. There exist polynomials $e_{1}, \ldots, e_{N} \in k\left[X_{1}, \ldots, X_{n}\right]$ having degrees bounded by $(n-r) d$ such that their classes in the ring $B_{\mathcal{M}}$ form a $A_{\mathcal{M}}$-basis.

Proof.- Let $\overline{a_{1}}, \ldots, \overline{a_{M}} \in B$ be the system of generators constructed in Proposition 1 ; they are such that the total degree of each $a_{m} \in k\left[X_{1}, \ldots, X_{n}\right]$ is bounded by $(n-r) d$.
The classes of these polynomials in the factor ring $B / \mathcal{M} B \simeq B_{\mathcal{M}} / \mathcal{M} B_{\mathcal{M}}$ also form a system of generators over the field $A / \mathcal{M}$. Without loss of generality we may suppose that the classes of $a_{1}, \ldots, a_{N}$ form a basis of this vector space.
Nakayama's Lemma implies that these elements are a system of generators of $B_{\mathcal{M}}$. Since they are as many as the rank of the free module $B_{\mathcal{M}}$ one infers that they are actually a basis.

The following proposition allows us to estimate an upper bound for the degree of the entries in the trace matrix :

Proposition 12 Let $f$ be an element in the polynomial ring $k\left[X_{1}, \ldots, X_{n}\right]$ and denote by $\bar{f}$ its class in the factor ring $B$. Then the inequality

$$
\operatorname{deg} \operatorname{Tr}(\bar{f}) \leq \operatorname{deg}(V) \operatorname{deg} f
$$

holds.
Proof.- The proof runs almost exactly as the one of [24, Prop. 1 and Th.13] even if the ideal $\Im$ generated by the regular sequence is not radical, as was the case in the quoted paper.
Roughly speaking, we consider the map $\varphi: I A_{\bar{k}}^{n} \rightarrow I A_{\bar{k}}^{r+1}$ defined by

$$
\varphi\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}, \ldots, x_{r}, f\right)
$$

By means of this application one deduces that the minimal integral dependence equation $F \in k\left[X_{1}, \ldots, X_{r}, T\right]$ for the class of $f$ modulo $\sqrt{\Im}$ has total degree bounded by $\operatorname{deg}(V) \operatorname{deg} f$. Moreover, $F$ coincides with the minimal polynomial of the endomorphism $\eta_{f}$ of $B_{\mathrm{red}} \otimes_{A} k(A)$ defined by multiplication by $f$. It is easy to see that the prime factors of this minimal polynomial, which lie in $A[T]$, are the same than the ones of the characteristic polynomial of the same endomorphism, now considered in $B \otimes_{A} k(A)$.

Let $F=\prod_{1 \leq j \leq J} Q_{j}$ be the decomposition of $F$ in irreducible factors on $A[T]$ (we recall that each $Q_{j}$ is monic with total degree bounded by $\operatorname{deg}(V) \operatorname{deg} f$ ). For any index $j, 1 \leq j \leq J$, denote by $d_{j}$ the degree of $Q_{j}$ and by $\beta_{j} \in A$ the coefficient of the monomial $T^{d_{j}-1}$ in $Q_{j}$ (in particular $\operatorname{deg} \beta_{j} \leq$ $\operatorname{deg}(V) \operatorname{deg} f)$.
Let $\mathcal{X}_{f}=T^{D}+b_{D-1} T^{D-1}+\ldots+b_{0}$ be the characteristic polynomial of $\eta_{f}$ in $B \otimes_{A} k(A)$. Therefore $\mathcal{X}_{f}=\prod_{j} Q_{j}^{e_{j}}$, where $e_{1}, \ldots, e_{J}$ are positive integers. By comparison of coefficients one deduces:

$$
-\operatorname{Tr}(\bar{f})=b_{D-1}=\sum_{1 \leq j \leq J} e_{j} \beta_{j} .
$$

Therefore $\operatorname{deg} \operatorname{Tr}(\bar{f}) \leq \operatorname{deg}(V) \operatorname{deg} f$.
Now, we are able to show an upper bound for the degrees of a system of generators for $\sqrt{\Im}$ :

Theorem 13 Suppose that $B_{\mathrm{red}}$ is a Cohen-Macaulay ring. Then the radical $\sqrt{\Im}$ can be generated by polynomials whose degrees are bounded by the integer $(n-r) d\left(2 \operatorname{deg}(V)^{2}+1\right)$.

Proof.- Let $\mathcal{M}$ be a maximal ideal of $A$ and $e_{1}, \ldots, e_{N} \in k\left[X_{1}, \ldots, X_{n}\right]$ as in Proposition 11.
By Proposition 12 the matrix $\mathcal{T} \in A^{N \times N}$ associated to the bilinear form Tr in the basis $\overline{e_{1}}, \ldots, \overline{e_{N}}$ have entries bounded by $2(n-r) d \operatorname{deg}(V)$.
From Proposition 8 and Corollary 7 the matrix $\mathcal{T}$ verifies the hypothesis of Corollary 10 with $s \leq \operatorname{deg}(V)$ and $D \leq 2(n-r) d \operatorname{deg}(V)$.
Hence there exists a finite system of generators of $\operatorname{Nil}\left(B_{\mathcal{M}}\right)$ corresponding to polynomials of $k\left[X_{1}, \ldots, X_{n}\right]$ whose degrees are bounded by

$$
\begin{aligned}
& \mathrm{rk}_{A}\left(B_{\text {red }}\right) 2(n-r) d \operatorname{deg}(V)+(n-r) d \leq \\
& \leq 2 \operatorname{deg}(V)(n-r) d \operatorname{deg}(V)+(n-r) d \leq \\
& \leq(n-r) d\left(2 \operatorname{deg}(V)^{2}+1\right)
\end{aligned}
$$

By the local-global principle one infers that $\sqrt{\Im}$ can be generated by polynomials of total degree bounded by $(n-r) d\left(2 \operatorname{deg}(V)^{2}+1\right)$.

### 5.3 The algorithm

We continue with the same notations, assuming that $B_{\text {red }}$ is a Cohen-Macaulay ring.
By Theorem 13 we know that the radical $\sqrt{\Im}$ can be generated by polynomials whose degrees are bounded by $D:=(n-r) d\left(2 \operatorname{deg}(V)^{2}+1\right) \leq 3 d^{3(n-r)}$. Let $\mathcal{A} \subset k\left[X_{1}, \ldots, X_{n}\right]$ be the set of all polynomials with total degree bounded by $D$, and for each multi-index $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ such that $\alpha_{1}+$ $\ldots+\alpha_{n} \leq D$, let $X^{\alpha}:=X_{1}{ }^{\alpha_{1}} \ldots X_{n}{ }^{\alpha_{n}}$.
Theorem 4 says that a polynomial $f$ belongs to the radical of $\Im$ if and only if $\Delta f=0$ in the factor ring $B$.
Let $f \in \sqrt{\Im} \cap \mathcal{A}$, there exist constants $\left(\lambda_{\alpha}\right)_{\alpha}$ in the ground field $k$ and polynomials $g_{1}, \ldots, g_{n-r} \in k\left[X_{1}, \ldots, X_{n}\right]$ such that :

- $f=\sum_{\alpha} \lambda_{\alpha} X^{\alpha}$
- $\Delta f=\sum_{i} g_{i} f_{i}$, with $\operatorname{deg}\left(g_{i} f_{i}\right) \leq 2 D, 1 \leq i \leq n-r$ (see [7, Theorem 5.1.]).

Comparing coefficients, these identities lead to a non-homogeneous system of linear equations over the ground field $k$ of size of order $D^{O(n)}$.
Solving this system via well-known symbolic procedures (see for instance [4]), one obtains generators for the $k$-vector space $\sqrt{\Im} \cap \mathcal{A}$ and therefore for the ideal $\sqrt{\Im}$.
Since all these computations, as well as the effective Noether normalization position, can be done by single exponential, well-parallelizable algorithms, we deduce :

Theorem 14 Following the notations introduced in Section 2 and assuming that $B_{\mathrm{red}}$ is a Cohen-Macaulay ring, there exists a single exponential, wellparallelizable algorithm which computes the radical $\sqrt{\mathfrak{\Im}}$.
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