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Resumen

Este trabajo estudia los efectos del sesgo de confirmación en la retribución a talento inob-
servable en mercados de trabajo competitivos. Bajo evaluación con sesgo de confirmación, el
candidato siempre ejerce esfuerzo positivo para influir las señales, pero el esfuerzo decrece en
el tiempo, convergiendo a cero. Mientras que creencias bayesianas convergen a tasa lineal t
al talento, creencias interpretativas convergen a tasa exponencial 2t a una media ponderada
entre el talento y el prejuicio inicial. Si las creencias iniciales están sesgadas, entonces para
cualquier precisión de prior h0 > 0, salarios interpretativos no convergen a la productividad
verdadera, y el sesgo en retribución es persistente, incluso con signalling óptimo ad infinitum
del candidato. De este modo, el sesgo de confirmación se convierte en una nueva fuente
de falla de mercado, de naturaleza persistente. El sesgo en retribución crece en el sesgo del
prejuicio inicial y en la precisión relativa h0/hε. Para el caso en que el mercado condiciona
creencias iniciales en caracteŕısticas observables (género, etnicidad), analizamos diversas
métricas de sesgos retributivos relativos al talento. El gap inter-individual de salarios, usado
comúnmente en discusiones públicas, refleja tanto un gap de prejuicios inter-grupal como
también un gap de talentos inter-individual, siendo aśı una medida con confounding e in-
conclusiva sobre sesgos grupales. Una medida más apropiada de diferencias en prejuicios
inter-grupales es el gap de sesgos en retribución, al ser ortogonal a -y controlar por- el gap
de talentos inter-individual.

Palabras clave: [economı́a de la información, economı́a conductual, sesgo de confirmación,
aprendizaje, discriminación, economı́a laboral]

“Interpretive Evaluation: Effects of Confirmation Bias on
the Retribution to Talent”

Abstract

This thesis studies the effects of confirmation bias on the retribution to unobservable tal-
ent in a competitive labor market. Under evaluation with confirmatory-bias, the candidate
always exerts a positive level of effort to influence information, but effort decreases over
time, converging to zero. While Bayesian beliefs converge at linear rate t to the true talent,
confirmatory-biased beliefs converge at an exponential rate 2t to a weighted average between
talent and the initial prejudice. If initial beliefs are biased, then for any prior precision
h0 > 0, confirmation-biased wages never converge to the talent, so the Retribution Bias is
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persistent, even with ad infinitum optimal signalling by the candidate. Thus, confirmation
bias becomes a new source of market inefficiency, of persistent nature. The Retribution Bias
increases in the initial prejudice gap and in the relative prior-to-signal precision h0/hε. For
the case when the market conditions initial beliefs on observable characteristics (e.g., gender,
ethnicity), we analyze different measures of bias in retribution relative to individual talent.
The inter-individual wage gap, commonly used in public discussion, reflects both an inter-
group prejudice gap and an inter-individual talent gap, and therefore is a confounding and
inconclusive measure of group-based biases. A more appropriate measure of the inter-group
prejudice gap is the Retribution Bias Gap, since it is orthogonal to -and therefore controls
for- the inter-individual talent gap.

Keywords: [Information Economics, Behavioral Economics, Confirmation Bias, Learning,
Discrimination, Labor Economics]

Códigos JEL: [D83, D86, D87, D9, D91, J15, J16, J7]
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1 Introduction

“The human understanding, when it has once adopted an opinion,
draws all things else to support and agree with it. And though there

be a greater number and weight of instances to be found on the
other side, yet these it either neglects and despises, or else by some

distinction sets aside and rejects.”

—Francis Bacon

1.1 Motivation

Confirmation bias, as is related to human learning processes, seems to be ubiq-
uitous in every human domain involving learning, updating beliefs, making in-
ference, evaluation, and judgement, and many social sciences have studied its
effect on their own fields, ranging from Social Psychology to International Rela-
tions, Political Science, and Economics. In this section, we provide a necessarily
brief summary, hoping to give the reader an idea of the breadth and relevance
of this phenomenon, as it has been acknowledged by several disciplines.

The empirical observation that human beings tend to draw conclusions in a
way that seeks to confirm their pre-existing beliefs has been documented as early
as the fifth century B.C, when the Greek historian Thucydides, in his account of
the war between Sparta and Athens in The History of the Peloponnesian War,
famously stated: “For it is a habit of mankind to entrust to careless hope what
they long for, and to use sovereign reason to thrust aside what they do not
fancy”.

Among modern academic disciplines, the field of Social Psychology has
been the first to systematically point out to human cognitive biases. In par-
ticular, for confirmation bias, the earliest work is Wason (1960), which showed
evidence that subjects who have an hypothesis in mind tend to seek only con-
firming evidence when drawing conclusions about simple tasks.

Thereafter, an abundant body of work has been developed; because of space
constraints we provide the most canonical here. One of the foundational works
is Lord, Ross, and Lepper (1979), which showed that people who hold strong
views about complex social issues are prone to consider empirical evidence in a
biased way. They are likely “to accept ‘confirming’ evidence at face value while
subjecting ‘disconfirming’ evidence to critical evaluation, and as a result to draw
undue support for their initial positions from mixed or random empirical find-
ings. Thus, the result of exposing contending factions in a social dispute to an
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identical body of relevant empirical evidence may not be a narrowing of dis-
agreement but rather an increase in polarization”. In their experiment, people
favoring and opposing capital punishment (as a particular and contemporary
instance of a complex social issue) were given two studies, one confirming and
one disconfirming their existing beliefs about the deterrent efficacy of capital
punishment. Both proponents and opponents rated the results and methodolo-
gies that confirmed their beliefs as more convincing and valid, and shifted their
attitudes correspondingly. Thus, the study showed that the exposition to even
the same body of evidence can lead to a polarization of beliefs.

Anderson, Ross, and Lepper (1980) showed that social theories (which are
related to beliefs about social issues) are perseverant, as they can survive the
total discrediting of the initial evidence that gave origin to them. In their
study, individuals were given two case studies suggestive of either a positive or
a negative relationship between risk taking and success as a firefighter, after
which they were thoroughly debriefed about the ficticious nature of the case
studies. Subsequent evaluation of the subjects’ personal beliefs revealed that
even when initially based on weak data, social theories can survive the total
discrediting of the initial evidential base.

Especially relevant to our work is Darley and Gross (1983), as it showed how
schemas1 or stereotypes about social class can influence the perception of per-
formance. In particular, they studied “the process leading to the confirmation
of a perceiver’s expectancies[expectations] about another when the social label
that created the expectancy provides poor or tentative evidence about another’s
true dispositions or capabilities”. In their experiment, two groups of subjects
were first given a picture and some information about a fourth-grade girl stu-
dent named Hannah. To induce a stereotype about her social class, Hannah was
pictured in front of a nice suburban house for one-half of the participants and
pictured in front of an impoverished house in an urban area for the other half.
All subjects then watched a video that showed Hannah taking an intelligence
test, where she got some questions right and some wrong. The number of right
and wrong questions were the same for both conditions. The participants who
thought that Hannah had come from an upper-class background remembered
that she had gotten more correct answers than those who thought she was from
a lower-class background. This study then shows that stereotypes can influence
memory and the perception of performance.

1A pattern of thought or behavior that organizes categories of information and the rela-
tionships among them.
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In the field of International Relations, the school of thought of Real-
ism2 asserts that under the anarchic nature of relations among sovereign states
that have offensive, possibly lethal power, the uncertainty about other actor’s
intentions become a crucial driving force that leads states to a self-enforcing,
perennial state of war. The possibility that other states may conceal potentially
lethal intentions leads states to a preparation for war, which combined with their
very incapacity to effectively signal unobservable intentions sets the stage for a
constant threat and fear of war3. In this continual high-stakes environment, cog-
nitive limitations have been studied as a potential determinant of foreign policy
decision-making. Since foreign policy leaders are responsible for vital, pressing
decisions on the basis of imprecise information, it is posited that they reduce
the complexity and make sense of the ambiguity through their images (“orga-
nized representations of the world”) and their belief systems (worldviews that
contain “beliefs, explanations, hypotheses, feelings, predispositions, attitudes,
and so on”). The effect is that “political leaders act on their individual images
and perceptions of the world rather than on objective reality”. However, such
images and belief systems have been acknowledged to be resistant to change for
a number of reasons, including an inner striving for cognitive consistency among
the components of the belief system (so that any major change in the images
and elements of that system can be avoided), and a tendency to minimize cog-
nitive dissonances by the assimilation of information and by selective filtering.
(Cashman, 1980).

More recently, the phenomenon of confirmation bias has been brought to
prominence in the field of Political Science over the past decade, as one
potential source of the observed polarization of electorates. In addition to the
fact pointed out by Psychological studies that individuals tend to exacerbate
differences in their priors and polarize their beliefs even when they are exposed
to the same body of information, the recent availability of individually optimized
search engines in the internet, and the free choice of association in social media
has brought a new source of confirmation bias. In the current era of information
overload, as individuals (or equivalently, their associated algorithms) choose
which information they get to encounter and their relative frequency, now the
problem of confirmation bias is even aggravated, given that individuals with
different priors get different pieces of information, which are more likely to be
consistent with their preexisting views rather than inconsistent. Thus, modern
individuals, by filtering the excess of information in non-representative ways,
end up creating and entering into the so called “echo chambers”, where they
mostly hear and share voices and views that are similar to their own. This
promotion and overrepresentation of “consistent information” with respect to
one’s beliefs exacerbates the polarizing phenomenon already noted by Lord,
Ross, and Lepper (1979).

Another trend in the political world has been pointed out by political sci-
entist Francis Fukuyama. Since the emergence of the World Wide Web in the

2Realism, incidentally, embraces the aforementioned The History of the Peloponessian War
by Thucydides as one of its classic, foundational texts

3See Mearsheimer (2001)
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1990s, the production and transmission of information has become extremely
cheap, so that it is now more widespread and accessible than ever. The devel-
opment of social media in the 2000s furthered this momentum, and featured the
rapid spread of user-generated information, and allowed the mass coordination
of the “color revolutions” around the world. However, some governments have
in response exploited the potential for disseminating (mis)information in highly
accessed digital platforms by creating and promoting what have been identified
as “fake news” to sway the constituencies’ mental images, beliefs, and prefer-
ences in the policy space4. Given the proliferation of information whose veracity
or falsehood is hard and costly to prove, every piece of information can now be
politicized, leading to a decay of trust and an increase of ambiguity5. In short,
both recent trends (the biased reduction of excessive information and the propa-
gation of mis-information) have contributed to the polarization of worldviews in
the political constituencies’ beliefs about social, political, and economic issues.

In Economics, however, given its classical emphasis on the assumption of
rationality of economic agents, attention on the role of confirmation biases has
been mostly deferred until the appearance of Behavioral Economics, which high-
lights human cognitive limitations instead. Nonetheless, a notable exception is
Schrag and Rabin (1999), which by 1999 modeled confirmation bias and pro-
vided a mathematical foundation for the polarization and divergence of beliefs,
even in the presence of infinite information. In their words, “a person suffers
from confirmatory bias if he tends to misinterpret ambiguous evidence as con-
firming his current hypothesis about the world. (...) Many people misread their
observations of individual behavior as supporting their prior stereotypes about
groups to which these individuals belong”. The model also confirms an intuition
from Psychology literature: “confirmatory bias leads to overconfidence, in the
sense that people in average believe more strongly than they should in their
favored hypothesis”. They also show that “even an infinite amount of informa-
tion does not necessarily overcome the effects of confirmatory bias: over time
an agent may with positive probability come to believe with near certainty in
the wrong hypothesis.”

A recent paper from Fryers, Harms, and Jackson (2013) expands the work of
Schrag and Rabin (1999), in at least two directions. First, the model introduces
a human memory storage limitation. Information that is ambiguous about the
state of the nature, ab, can only be stored as a single bit of information, either
a or b. Thus, this model sets a foundation for the interpretation and storage
of ambiguous information “that can be thought as providing a ‘why’ behind
long term bias, and how this can also lead to belief polarization”. Second, they
develop a model of confirmation bias for the case of continuous state of nature

4More recently, the development of “deep fakes” (AI-based generation of new digital images
and videos based on a minimal amount of training data, that can effectively mimic original
content) will likely add a new source of noise to this phenomenon.

5In Economics language, signals are becoming noisier, with higher variance σ2
ε , and as it will

become clear later in this work, if learning is confirmation-biased, this kind of environment sets
a condition in which initial beliefs (or “prejudices”) become more prominent in the learning
process and, importantly, in the location of the final belief.
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and signal distributions, which “provide some new results showing that bias
always occurs (with probability one), and shows how it depends on early signals
and not just the prior”.

In spite of these developments in Economics, and in spite of the ubiquity of
studies on the effects of confirmation bias in other social domains, as far as the
author knows it seems that up to date no study in Economics has linked the
phenomenon of confirmation bias to how labor markets retribute individuals of
varying levels of productivity and belonging to different social categories, over
which society (and hence the market) might have differentiated priors (or prej-
udices). A study of this topic seems to be the more urgent and relevant given
the contemporaneous polarization of worldviews in the political constituencies
throughout the world, propelled by the biased selection of information (in the
form of individually customized bubble filtering algorithms and our self-selection
into our own “echo chambers” in social media and news feeds) and by the pro-
liferation of mis-information (in the form of fake news and deep fakes). Looking
ahead, there are concerns over the degree in which historical human-induced
biases could be promoted by the adoption and deployment of AI-based learning
systems across industries, governments, and healthcare. If we human beings are
as vulnerable to confirmation bias as Thucydides noted back in his age, as So-
cial Psychologists have been documenting ever since the 1960s, and as Political
Scientists have been intensely debating over the last decade to the present day,
we ought at least ponder what might be the effects of this potentially pervasive,
often unconscious cognitive bias, and how it might lead to both inefficiencies
and unfairness in the marketplace. This work is offered as a small contribution
to that enterprise.

1.2 Our model

In this paper, we aim to study the effects of confirmation bias on the retribu-
tion to talent. To do so, we start from the interpretive learning model of Fryer,
Harms and Jackson (2013), in which a confirmation-biased individual interprets
a stream of exogenous, independent, and normally distributed information and
then updates her beliefs based on her interpretations. We extend this model
by adding an evaluated individual (a “candidate”) whose payment depends on
the beliefs of the confirmation-biased evaluator, and who can take actions to
influence the information she gets to see, introducing thereby a strategical di-
mension to the problem of confirmatory biased learning. Given that we are
interested in the effects of confirmation bias on the retribution to unobserv-
able talent, and the inherently dynamic nature of the process of learning and
influencing, we analyze this problem within the framework of the reputation
formation model of Holmstrom (1999). In our extended model, the “candidate”
(i.e., a “manager” or an “applicant” for a job or promotion) has an unobserv-
able characteristic η that is related to his productivity (e.g., his talent or his
ability) which is not known to both the evaluator and the candidate. When the
evaluator gets a signal about η and updates her beliefs about the distribution of
η to decide the candidate’s payment, she suffers from a confirmation bias, which
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mediates -possibly unconsciously- her learning process, in such a way that tends
to interpret signals about talent as if they were closer to her pre-existing beliefs.

Given that the candidate faces an interpretive (i.e., confirmatory-biased)
evaluator and that he has a chance to influence signals, what is his best strat-
egy and how does it differ from the case of an unbiased (Bayesian) evaluator?
How does the equilibrium belief reached by an interpretive evaluator differ from
that of a Bayesian one? How much bias in the retribution to talent, if any,
can we expect when confirmation biases affect the evaluation process based on
information that is influenced by the candidate? Finally, can the candidate
overcome the (potentially unfair) effects of confirmation bias, if he were given
enough opportunities to act and optimally influence information?

We first highlight that confirmation-biased (interpretive) learning features
overweight of initial beliefs, overconfidence, and preference for early informa-
tion -so the order in which signals are received is important, even when they are
statistically independent. We find that just like under Bayesian evaluation, the
optimal sequence of effort of a candidate under confirmatory biased evaluation
is strictly decreasing and converges to zero. However, in the latter case the con-
vergence is attained at an exponential rate 2t, which is faster than the Bayesian
linear rate t. While with enough information Bayesian wages converge to the
true talent, the interpretive wage usually does not, and converges instead to a
weighted average between the talent and the initial prior mean m0. Therefore,
confirmation bias becomes a new source of inefficiency in the marketplace, of
permanent nature, even with the candidate’s optimal strategy played infinite
times. The long-run bias in the retribution with respect to talent is determined
by the distance between the talent and the initial prejudice, and the relative
prior-to-signal precision.

When the evaluator conditions her initial beliefs on social groups, and can
observe the social group a candidate belongs to, differences in long-run wages
between two given individuals can arise from 2 sources: inter-individual differ-
ences in talent, and inter-group differences in prejudices. Therefore, the inter-
individual wage gap is an inconclusive and confounding measure of prejudices,
since it does not control for inter-individual talent gaps. As an alternative mea-
sure, the Retribution Bias Gap, defined as the difference between the retribution
biases of two individuals, which is therefore orthogonal to the talent dimension,
is proposed theoretically as a measure of the long-run effects of group-based
prejudices.

This work is outlined as follows. In Section 2, we make a review of Holm-
strom (1999) reputation building and career concerns model. By linking dy-
namic learning about unobserved talent to the market equilibrium wage, it con-
stitutes a natural place to start. In addition, as it features Bayesian learning, it
sets a benchmark to which the case of confirmatory biased learning can be then
compared. In Section 3, we unpack the continuous version of the confirmation
biased learning model of Fryer, Harms, and Jackson (2013). Since it is likely to
be unknown by many readers, a thorough presentation is provided. Unlike FJH,
we express the process in terms of precisions rather than variances, which no-
tably simplifies the math and sharpens economic intuition. We also contribute

9



by providing foundations from previous Social Psychology literature to features
of this model. In Section 4, we incorporate this confirmation-biased learner to
Holmstrom(1999) model and analyze its implications for the equilibrium wage.
Since we are interested on whether sufficiently high amounts of signalling may
lead the evaluators to the true individual talent, we provide a convergence anal-
ysis and see how the asymptotic retribution in confirmatory biased markets
differ from a Bayesian-learning market. In Section 5, we turn to the question of
how differing group-based prejudices lead to varying retribution outcomes. We
let the market have initial beliefs conditional on an observable attribute (which
may be just a social category the candidate or worker belongs to). We evaluate
the appropriateness of different measures of Bias in Retribution by analyzing
how they are indicative of inter-individual talent gaps and inter-group preju-
dice gaps. Section 6 we provide a conclusion with main findings, point out to
limitations of this work, and suggest future research agenda.

2 Evaluation and Retribution under Bayesian
Learning

To study the problem of the evaluation and retribution to talent, we start with
the reputation building model of Holmstrom (1999). As it considers a job market
that learns and sets expectations through rational, Bayesian inference, the model
sets a baseline to which the results of the confirmatory biased learning can be
compared. In this section we provide a quick review of the model.

We consider a candidate (e.g., a manager) who works in a competitive labor
market and who is endowed with labor, which he can exchange for a wage. In
this market, no output-contingent contracts are available. However, since the
wage in each period is based on the expected output, and the expected output
depends on the assessed ability, an “implicit contract” takes place, linking to-
day’s performance to future wages through the updating of beliefs about ability.
The wage is first set by the market, and then the candidate chooses his level
of effort. Given the unavailability of output-contingent contracts, however, we
can think that at each period the candidate is paid in advance for his output.
To create incentives for labor, we consider a multi-period interaction, where the
labor market has uncertainty about the candidate’s unobservable characteris-
tics. In this context, present performance serves as information about future
performance.

Assume there is a valid measure η of a (fixed) characteristic of the candidate
that is incompletely known to the candidate and the market and that is related
to his productivity (e.g., his talent or ability). Both the candidate and the
evaluator have initial beliefs about η to be normally distributed with mean m0

and precision h0 ≡ 1/σ2
0 . Over time, the evaluator will learn about η through

the observation of the candidate’s output, which at any time t is given by:

yt = η + at + εt, t = 1, 2, 3, ... (1)
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where at ∈ [0,∞) is the candidate’s effort and εt is a stochastic noise term which
randomly affects the output. To learn about η through yt, it will be necessary
to know the distribution of εt. Assume that εt’s are independent and identically
distributed with εt ∼ N (0, 1/hε).

The candidate has risk-neutral preferences given by:

U(c, a) =

∞∑
t=1

βt−1[ct − g(at)] (2)

where g(.) is an increasing and convex function that measures the disutility of
effort. This utility function is assumed to be publicly known.

Let yt ≡ (y1, y2, ..., yt) denote the history of outputs up to time t, also
assumed to be publicly known. Wages in period t will be set as a function
wt(y

t−1) of history, as well as the candidate’s effort at(y
t−1).

A risk-neutral evaluator in a competitive market will set a wage equal to
her expectation of output, given the history of outputs up to t − 1. Because
in markets with no output-contingent contracts wages are set before the choice
of effort, no conditioning on yt is possible, since history is available only up to
t− 1.

wt(y
t−1) = E[yt | yt−1]

= E[η | yt−1] + at(y
t−1) (3)

Note that the competitive market wage is determined by the present belief about
the candidate’s talent η and the candidate’s decision rule.

On the other hand, the candidate solves his utility maximization problem to
derive his decision rule a∗t (yt−1):

Max
at

∞∑
t=1

βt−1{E[wt(y
t−1)]− E[g(at(y

t−1))]} (4)

The evaluator’s learning about the unobservable talent η occurs as follows.
Although the candidate’s action at is not directly observable by the evalua-
tor, she can however derive it by solving the candidate’s decision problem (4).
Therefore, by observing yt the evaluator can equivalently observe zt, given by:

zt ≡ yt − a∗t (yt−1) = η + εt (5)

where a∗t (yt−1) denotes the candidate’s decision rule.
In other words, by deriving the candidate’s decision rule, the evaluator is

able to observe a noisy measure of the talent, which (given the distribution
of ε) will be distributed as zt ∼ N (η, 1/hε). Based on the observation of zt,
the evaluator learns about η through Bayesian inference. Since both the initial
prior belief about η and the signal zt are normally distributed, the posterior
distribution is also normal, with means and precisions given respectively by:

11



mt = mt−1

(
ht−1

ht−1 + hε

)
+ zt

(
hε

ht−1 + hε

)
= m0

(
h0

h0 + t hε

)
+

(
hε

h0 + t hε

) t∑
j=1

zj (6)

ht = ht−1 + hε

= h0 + t hε (7)

Thus, for any t, the Bayesian posterior mean is essentially a weighted average
of the initial prior mean m0 and all the available information set zt−1. The

weight
(

h0

h0+t hε

)
placed on the initial prior mean m0, increases in the prior

precision h0, so when prior beliefs are deeply held the initial prior mean has
a higher importance in the determination of the posterior belief for any given
t. On the other hand, each individual signal zj , j = 1, 2, ..., t receives a weight

of
(

hε

h0+t hε

)
, so when the information variance is lower, information receives

higher importance in the belief updating process. It is also a feature of Bayesian
inference that every signal is given a uniform weight, and that therefore the order
by which signals arrive is irrelevant, a property known as exchangeability. As
time t increases (and more information is received) the weights of both the initial
belief and each individual signal all decrease. The precision ht also increases
linearly in t, meaning that as information grows the Bayesian evaluator is more
and more certain about her assessment of the location of η, which she believes
to be around mt.

Given that mt(z
t−1) = E[η|yt−1], equation (3) becomes:

wt(y
t−1) = mt(z

t−1) + a∗t (yt−1) (8)

In equilibrium, the wage at time t is composed by the evaluator’s contemporary
belief about η given the history of signals zt−1, plus the anticipated equilibrium
decision rule a∗t (yt−1).

Taking expectations to (8), and using (5) and (1) yields:

E[wt(y
t−1)] =

(
h0

h0 + t hε

)
m0 +

(
hε

h0 + t hε

) t∑
j=1

{mj + aj − E[a∗j (yj−1)]}+ E[a∗t (yt−1)]

(9)

The marginal return of labor at time t, αt, will then be:

αt =
hε
ht

=
hε

h0 + t hε
(10)

The marginal return to labor is hence independent of the past history, and only
depends on the period t, and the relative precisions of the prior belief and of
the signal error.
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From (4), the candidate’s decision rule is given by the condition:

γt ≡
∞∑
s=t

βs−tαs = g′(a∗t ) (11)

That is, the optimal effort is such that the discounted ad infinitum stream
of present and future marginal returns to current effort equals its marginal
disutility. Intuitively, the candidate gains from influencing today’s posterior,
insofar it will become the prior in tomorrow’s learning, which will determine
subsequent payments, hence the ad infinitum nature of the factor γt in the
optimal effort choice.

Proposition 1. If the variance of the signal is bounded (hε > 0) and the
candidate is minimally patient (β > 0), the effort of a candidate who faces a
Bayesian evaluator is strictly positive for any t. That is, a∗t > 0 for any t: the
candidate always finds optimal to improve the output.

Given that αt = hε

h0+t hε
is a decreasing sequence, γt also is. Given that the

function of disutility of effort g(.) is convex and increasing, it should be the case
that the equilibrium sequence of the candidate’s effort a∗t be decreasing as well.

2.1 Convergence under Bayesian Learning

It is worth analyzing the convergence of the Bayesian beliefs before advanc-
ing to the interpretive case. Given the strategical choice of effort of an agent
who influences output and therefore changes the information observed by the
evaluator, how do the Bayesian evaluator’s beliefs result?

Effort We begin our analysis of convergence with the candidate’s effort.

Proposition 2. The optimal effort sequence of a candidate who faces a Bayesian

evaluator strictly decreases over time:
∂a∗

t

∂t < 0.
Furthermore, as t → ∞, the optimal effort converges to zero: a∗t −−−→

t→∞
0. The

velocity of convergence is 1/t.

Given that αt = hε

h0+t hε

t→∞−−−→ 0, γt
t→∞−−−→ 0. Given that the function of

disutility of effort g(.) is convex and increasing, it should therefore be the case

that a∗t
t→∞−−−→ 0.

Intuitively, because a Bayesian evaluator places a uniform weight on every
signal, the marginal contribution of a signal at early stages (low ts) is rela-
tively large given the reduced number of total signals; hence, the candidate has
stronger incentives to exert effort to produce a high output. Conversely, at later
stages (high ts), because of the large amounts of evidence already available to
the evaluator, the marginal contribution of a new signal on the posterior be-
comes minimal, and hence the candidate has fewer incentives to exert effort.
This at least partially accounts for the commonly observed behavior among re-
peated social interactions in which evaluated individuals exhibit higher amounts
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of effort when they are ”young”, at the initial stages of their reputation build-
ing, decreasing it as they become ”older” in the relationship. This is a feature
noticed by Holmstrom (1999), which occurs even under Bayesian learning. This
dynamic occurs because of the differencial availabilities of information, which
sets differential incentives for effort over time. It is worth noticing that the
velocity of convergence is “linear”, at rate 1/t.

Beliefs about talent From (6), we find that, provided enough information,
the Bayesian evaluator’s beliefs converge with probability 1 to the true talent
of the candidate.

Proposition 3. As information grows (t → ∞), a Bayesian evaluator’ beliefs
converge to the true talent η with probability 1, even in the presence of strategic
signalling by the candidate. That is,

plimt→∞mt(a
∗
t ) = η

The velocity of convergence of Bayesian beliefs is 1/t.

Wages Given that we have shown the convergence of the effort and the belief,
the convergence of the expected wage is straightforward:

Proposition 4. As t → ∞, the wage paid by a Bayesian evaluator converges
to:

plimt→∞ wt(a
∗
t ) = η

As we have seen, as t grows to infinity, a Bayesian evaluator’s belief will con-
verge to the talent η, whereas the candidate’s effort will shrink to zero. There-
fore, a competitive, Bayesian-learning market will converge to a retribution to
labor that is consistent with the true talent η. It is again worth emphasizing
that convergence of wages occurs at rate 1/t as well.

3 Confirmation-Biased Learning

To model confirmation bias, we consider an interpretive evaluator as proposed
by Fryer, Harms and Jackson (2013) (Henceforth, FHJ). We build upon FHJ
model in at least four ways. First, we express the equations in terms of pre-
cisions rather than variances. This notably simplifies the math, making the
equations elegantly tractable. Moreover, for the purposes of analyzing confir-
mation bias, it is more intuitive to think in terms of precisions (indicating the
degree of conviction or entrenchment about one’s beliefs) rather than variances
(acknowledging the variability of the belief). Second, in their continuous ver-
sion, FHJ study the behavior of the mean of the distribution, but make no
explicit analysis about the evolution of precisions. We provide it here, and, as
we will see, this reveals interesting insights about confirmation biased learn-
ing. Third, we explicitly posit that, following a two-step Bayesian process, with
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each piece of information not only the belief increases its precision, but also the
precision of the interpretation of the information increases as well. Fourth, as
we analyze this learning process, we highlight connections with the traditional
Psychology literature on confirmation bias that provides empirical foundations
for this model.

An interpretive evaluator follows a two-step belief updating process. Before
updating her beliefs based on the incoming information, the evaluator reads
and interprets the information, as if it were closer to her preexisting beliefs.
Then, she makes a Bayesian updating based on her interpretation instead of the
raw information. More specifically, let ẑ denote the interpretation of the raw
information z and m̂ the posterior mean based on the interpretation ẑ. The
two-steps involved are as follows:

1. Interpretation of the information

ẑt = m̂t−1

(
hmt−1
hzt

)
+ zt

(
hε
hzt

)
(12)

where hzt and hmt denote, respectively, the precisions of the interpretation
ẑt and of the interpretive belief m̂t at time t.
The interpretive evaluator reads and interprets (possibly ambiguous) in-
formation zt based on her pre-existing belief m̂t−1, following a Bayes rule.
This has the effect of “pulling” the information towards her pre-existing
belief.

This interpretation step that alters information can be thought of as a
model of the “information assimilation bias” pointed out by Lord, Ross,
and Lepper (1979).

2. Belief updating, based on interpretation ẑt

m̂t = m̂t−1

(
hmt−1
hmt

)
+ ẑt

(
hzt
hmt

)
(13)

The evaluator updates her prior belief based on her interpretation ẑt.

3.1 Dynamics of Confirmatory Biased Learning

To get a better feeling of the implications of this learning process, it is useful
to examine the evolution of beliefs over time. Since most readers are likely not
familiar with this model, we unpack it and provide a step-by-step presentation
here.

We begin at t = 1, when the very first piece of raw information z1 arrives.
The information is first interpreted, as follows:

ẑ1 = m0

(
h0
hz1

)
+ z1

(
hε
hz1

)
hz1 = h0 + hε
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In the confirmatory biased interpretation ẑ1, the location of the information
z1 is pulled towards the initial prior mean (or “prejudice”) m0. In addition, by
conforming the information to the initial belief, the variance of the information is
reduced, and its perceived precision hz1 is increased by the addition of one extra
prior precision h0. In other words, a confirmatory biased evaluator overestimates
the precision of the interpreted information.

The evaluator then updates her beliefs based on her interpretation of the
information ẑ1:

m̂1 = m0

(
h0
hm1

)
+ ẑ1

(
hz1
hm1

)
hm1 = h0 + hz1 = 2h0 + hε

The interpretive learner ends up with a posterior precision of 2h0+hε, whereas a
Bayesian evaluator would have a precision of only h0+hε. Hence, an interpretive
evaluator features overconfidence about her beliefs. This is one of the features
of confirmation bias, as Rabin and Schrag (1999) have noted and demonstrated
as well in a discrete model. Their definition still holds for the continuous case:
“overconfidence, in the sense that people in average believe more strongly than
they should in their favored hypothesis”. Mathematically, in the continuous
model, this is due to the addition of one extra initial precision h0.

We can express the interpretive posterior mean as a function of the raw
information:

m̂1 = m0

(
2h0

2h0 + hε

)
+ z1

(
hz1

2h0 + hε

)
The prior belief m0 is weighted twice, more than a Bayesian would, which has
the effect of pulling the posterior even closer to the initial belief m0. In effect,
confirmation bias produces an overweight of initial beliefs, which ultimately
leads to a prior inertia in the belief updating process.

At t = 2, the evaluator gets a new, independent piece of information. A
Bayesian evaluator would treat this information as independent. But the inter-
pretation step is as follows:

ẑ2 = m̂1

(
hm1
hz2

)
+ z2

(
hε
hz2

)
hz2 = hm1 + hε = 2h0 + 2hε

ẑ2 = m0

(
2h0

2h0 + 2hε

)
+ z1

(
hε

2h0 + 2hε

)
+ z2

(
hε

2h0 + 2hε

)
At t = 2, the precision hz2 of the interpretation ẑ2 is 2h0 + 2hε, higher than the
precision of the raw information z2 (which is only hε). Notice how the initial
prior precision h0 is added twice in the interpretation of the second period infor-
mation (more than what happened with the interpretation at t = 1). Moreover,
the precision of previous information z1 is added once in the interpretation of
this independent second piece of information, via the prior m̂1.
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Now, looking at the mean of the interpreted information, ẑ2, it is not only
the case that the initial belief m0 is overweighted again (this time, appearing
twice). It is also the case that the first piece of information z1 has an influence
on the interpretation of the second, independent piece of information. Early
information influences the interpretation of subsequent information.
This is consistent with the classical Asch (1946) experiments6, which showed
empirically that early information conditions the interpretation of later infor-
mation. Mathematically, the influence of early signals on the interpretation of
subsequent signals is shown by the presence of z1 in the interpretation ẑ2.

Based on this interpretation, the posterior belief is updated as:

m̂2 = m̂1

(
hm1
hm2

)
+ ẑ2

(
hz2
hm2

)
hm2 = hm1 + hz2 = 4h0 + 3hε

m̂2 = m0

(
4h0

4h0 + 3hε

)
+ z1

(
2hε

4h0 + 3hε

)
+ z2

(
hε

4h0 + 3hε

)
By t = 2 the initial prior gets 4 times its precision. Moreover, notice that the
early signal z1 is now given twice the precision that a Bayesian evaluator would
assign. This is corresponds to another effect of confirmation bias, a preference
for early information, which is a corollary of the fact that early information
influences interpretation of future information. Notice how the information is
weighted more strongly when it appears earlier in the series. Because of this,
confirmatory biased evaluators are more influenced by first impressions. This
implies that the exchangeability property of Bayesian learning does not hold
anymore and instead the confirmatory biased learning features informational
path-dependencies.

To get a grasp of what happens as information grows, consider t = 4. By
t = 4, the interpretation rule becomes:

ẑ4 = m̂3

(
hm3
hz4

)
+ z4

(
hε
hz4

)
hz4 = hm3 + hε = 8h0 + 8hε

ẑ4 = m0

(
8h0

8h0 + 8hε

)
+ z1

(
4hε

8h0 + 8hε

)
+ z2

(
2hε

8h0 + 8hε

)
+ z3

(
hε

8h0 + 8hε

)
6In Asch(1946) experiments, different individuals were given a sequence of words describing

a person. The study found that the order in which positive and negative adjectives describing a
person where presented influenced their overall perception of the described person. Sequences
with positive adjectives at the beginning and negative ones at the end induced a more positive
perception, while the inverse order elicited a more negative perception, suggesting that early
information conditions the interpretation of the following information.
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based on which the posterior belief is updated as:

m̂4 = m̂3

(
hm3
hm4

)
+ ẑ4

(
hz4
hm4

)
hm4 = hm3 + hz4 = 16h0 + 15hε

m̂4 = m0

(
16h0

16h0 + 15hε

)
+ z1

(
8hε

16h0 + 15hε

)
+ z2

(
4hε

16h0 + 15hε

)
+ z3

(
2hε

16h0 + 15hε

)
+ z4

(
hε

16h0 + 15hε

)
By recursion, the rules can be expressed as a function of t as:

ẑt = m0

(
h0

h0 + hε

)
+

t−1∑
j=1

zj
1

2j
+ zt

1

2t−1

( hε
h0 + hε

)
(14)

hzt = 2t−1(h0 + hε) (15)

m̂t = m0

(
2th0

2t(h0 + hε)− hε

)
+

t∑
j=1

zj

(
2t−jhε

2t(h0 + hε)− hε

)
(16)

hmt = 2t(h0 + hε)− hε (17)

4 Evaluation and Retribution under Confirma-
tion Biased Learning

We now introduce a confirmatory biased evaluator to the dynamic wage equlib-
rium model. Again, the evaluator can learn about η by observing zt, but now a
confirmatory biased, interpretive process mediates the learning.

Her posteriors will now be given by:

m̂t = m0

(
2th0

2t(h0 + hε)− hε

)
+

(
2thε

2t(h0 + hε)− hε

) t∑
j=1

zj

(
1

2j

)
(18)

hmt = 2t(h0 + hε)− hε (19)

Using (18), by m̂t(z
t−1) = E[η|yt−1], and taking expectations, the competi-

tive market equilibrium wage (3) becomes:

E[wt(y
t−1)] =m0

(
2th0

2t(h0 + hε)− hε

)
+

(
2thε

2t(h0 + hε)− hε

) t∑
j=1

{
[m̂j + aj − E[a∗∗j (yj−1)]](

1

2j
)

}
+ E[a∗∗t (yt−1)] (20)
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where a∗∗t is the decision rule in the interpretive case.
The marginal return for labor at in the interpretive case is:

α̂t =
hε

2t(h0 + hε)− hε
(21)

Given the candidate’s maximization problem and the beliefs of the interpre-
tive evaluator, the candidate’s decision rule is given by:

γ̂t ≡
∞∑
s=t

βs−tα̂s = g′(a∗∗t ) (22)

The following proposition is analogous to the Bayesian case:

Proposition 5. If the variance of the signal is bounded (hε > 0) and the
candidate is minimally patient (β > 0), the effort of a candidate who faces an
confirmation-biased evaluator is strictly positive for all t. That is, a∗∗t > 0 for
all t: the candidate always finds optimal to improve the output.

Proofs are analogous to the Bayesian case.
The expected equilibrium wage in a confirmatory biased market is deter-

mined as:

E[wt(y
t−1)] = m0

(
2th0

2t(h0 + hε)− hε

)
+

t∑
j=1

m̂j

(
2t−jhε

2t(h0 + hε)− hε

)
+a∗∗t (yt−1)

(23)
which at any t is the sum of the current (confirmation-biased) belief and the
candidate’s optimal decision rule. As we can see, the confirmation-biased equi-
librium wage is determined by the initial belief m0 in a larger part than in the
Bayesian equilibrium wage.

4.1 Convergence of Confirmation-Biased Market and Dif-
ferences in Long Run Equilibria

We now analyze the main features of the long-run convergence, after the confirmatory-
biased evaluators in the market have learned through arbitrarily high amounts
of information. We then provide a comparison between the confirmatory biased
and the Bayesian long-run equilibria.

4.1.1 Effort

We begin by analyzing the incentives faced by the candidate.

Proposition 6. The optimal effort sequence of a candidate who faces a confir-
matory biased evaluator, though always strictly positive, is decreasing in time.
Furthermore, as t→∞, the optimal effort converges to zero:
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a∗∗t −−−→
t→∞

0.

Proposition 7. The effort of a candidate who faces an interpretive evalua-
tor decreases towards 0 faster than that of a candidate who faces a Bayesian
evaluator, since the speed of convergence of the marginal benefit of effort in the
interpretive case is 1/2t, while it is 1/t in the Bayesian case.

In both the interpretive and the Bayesian cases, the marginal returns to labor
are strictly positive, and decreasing in t, so that the candidate exerts a positive
yet decreasing amount of effort in either case. However, while the Bayesian
convergence rate is linear (at speed 1/t), the interpretive case is exponential (at
speed 1/2t). Thus, the interpretive candidate reduces his effort faster, given
that his evaluator converges more quickly in her beliefs due to the mentioned
overweight of initial beliefs and her over-influence of early signals.

Given this result, we would expect that the interpretive candidate exert more
effort than the Bayesian one at early stages. However, this is true only if the
signal precision hε is sufficiently high relative to h0, as stated in the following
proposition:

Proposition 8. If hε

h0+hε
> h ≡ ln(2), there exists t̄ > 0 such that for all

t < t̄, a∗∗t > a∗t and a∗∗t < a∗t for t > t̄.

If hε

h0+hε
< h ≡ ln(2), a∗∗t < a∗t for all t > 0.

Proof. See appendix.

Intuitively, if the signal precision is high relative to the prior precision (i.e.,
the interpretive evaluator has a relatively low degree of entrenchment of her
beliefs), then the belief updating will rely more (though not sufficiently) on the
information, and given the preference for early information, the candidate will
at early stages exert higher amounts of effort than when he faces a Bayesian
evaluator (who places uniform weights on information over time). However, if
the prior precision is sufficiently high relative to the signal precision (so that
the evaluator is deeply convinced about her beliefs), there are simply no strong
incentives to exert great effort even at initial stages given that initial beliefs are
excessively overweighted.

4.1.2 Beliefs

We now analyze the long run convergence of posterior beliefs.

Proposition 9. As information grows to infinity (t → ∞), the interpretive
evaluator’s posterior mean converges in expectation to:

E[m̂t]
t→∞−−−→

(
h0

h0+hε

)
m0 +

(
hε

h0+hε

)
η

at an exponential convergence rate of 2t.
Even with arbitrarily high information, the interpretive evaluator does no

better than a Bayesian learner with access to only one piece of information that
purely reveals the true value η.
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Unlike a Bayesian learner, an interpretive evaluator never converges to the
real value of η after an infinite number of signals. If h0 > 0 -a fairly general
condition-, the influence of the initial belief always remains, and the candidate
has no way to counter it and to place the evaluator’s belief at the real value of η,
even with his optimal signal influencing played ad infinitum. For a sufficiently
patient candidate, this means that even though under some conditions he might
exert higher levels of effort than those he would expend had he faced a Bayesian
evaluator, he will nonetheless never get the interpretive evaluator have his belief
at the true value of η.

The weight of the initial belief m0 decreases in the signal-to-prior precision
ratio hε/h0. This means that, ceteris paribus, a relatively smaller initial prior
precision h0 (larger prior variance σ2

0) would move the asymptotic posterior
m̂t closer to η. However, the very idea of a significantly large prior variance
σ2
0 seems to be at odds with the figure of a confirmatory biased evaluator.

Alternatively, increasing the other component of this ratio, namely the signal
precision hε, has the same effect. Therefore, an alternative to close the gap
between the interpretive belief and the true value η is to improve or find an
alternative signalling mechanism with lower variance, so that the evaluator’s
inferences rely more on the new information. In any case, however, we can see
that unless h0 = 0 (which amounts to an infinite variance σ2

ε), the effect of the
initial belief will inevitably remain.

Most interestingly, in the long run, the belief of a confirmatory biased eval-
uator behave as that of a Bayesian evaluator who observes the true value of η
just one time. That is, even with the best actions the candidate can do, an
interpretive evaluator does no better than a Bayesian evaluator who observes
a pure signal with the true value of η only once. This characterization will
help understand up to what degree an interpretive evaluator’s initial beliefs can
be expected to be changed as the result of an infinite stream of strategically
influenced information.

The convergence takes place at a rate 2t, faster than the Bayesian belief,
meaning that the biased equilibria will be reached faster, with the candidate’s
efforts converging to zero faster as well.

4.1.3 Wages

We now turn to analyze the long run equilibrium wages. In the Bayesian case:

wt = mt + a∗t

wt −−−→
t→∞

η

since the Bayesian belief converges to η and the effort decreases to zero. So,
Bayesian wages converge to the true talent.
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On the other hand, the equilibrium wage in the interpretive market is:

ŵt = m̂t + a∗∗t (24)

ŵt −−−→
t→∞

m0

(
h0

h0 + hε

)
+ η

(
hε

h0 + hε

)
(25)

Since interpretive effort decays to zero, the equilibrium wage converges to a
value equal to the asymptotic belief. Therefore, there will be a persistent effect
of the initial belief in the retribution to talent.

Retribution Bias It is of interest to measure the bias in retributions to labor
as generated by confirmation biased learning. We define the Retribution Bias
as the difference between the interpretive wage and the Bayesian wage:

Retribution bias ≡ ŵt − wt (26)

= (m̂t −mt)− (a∗∗t − a∗t ) (27)

The following proposition holds:

Proposition 10. In the long run (as t → ∞), the retribution bias ≡ ŵt − wt

converges to:

Retribution bias
t→∞−−−→ h0

h0+hε
(m0 − η)

In the long run, the Retribution Bias is determined by two components.
First, the distance between the initial belief and the true ability (m0 − η).
That is, how far is the initial assessment of talent from the talent itself. If
the interpretive evaluator holds negative initial beliefs about the ability of the
candidate, there will be persistent under-retributions to his talent, no matter the
amount of information. Conversely, if the initial belief overrates the candidate’s
talent, a payment that is overly excessive will persist over time. The second
factor determining the retribution bias is the ratio h0

h0+hε
. The higher the initial

prior precision (the degree of “conviction” about one’s initial beliefs), the greater
retribution bias will persist given an initial distance. Therefore, in determining
the long-run retribution bias, not only does the initial under-assessment of talent
matter, but also the degree of conviction or entrenchment of beliefs about the
initial assessment.

Holmstrom (1999) highlighted that the effort of candidates to improve their
own reputations lead them to oversupply effort at early stages and undersupply
it at later stages, creating a dynamic incentive problem leading to a market
inefficiency. We have found an additional potential source of surplus loss. In the
presence of confirmation biased learning, the inefficiencies found in Holmstrom
(1999) are even aggravated by a mis-appreciation of talent. Moreover, unlike
Holmstrom (1999), misplaced beliefs about talent can be persistent over time,
locked in a non-corrective stationary state.
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5 Prejudices Based on Social Categories: Initial
Beliefs Conditional on Observable Attributes

In this section, we consider the case when a confirmatory biased evaluator dif-
ferentiates his initial beliefs conditioning them on an observable characteristic
g. In general terms, g can be any observable attribute. More specifically, g
can be thought of as a group or social category to which the candidate belongs
(such as gender, ethnicity, or any other). g can be either a univariate class, or
a combination of multi-dimensional classes.

To simplify the analysis, consider a set of candidates i = 1, 2, ..., I. Each
candidate i belongs to a group g(i) ∈ {A,B}. Assume the evaluator conditions
her initial beliefs based on the characteristic g, such that:

η|g(i) =

{
η|A ∼ N (mA

0 , 1/h
A
0 ) if g(i) = A

η|B ∼ N (mB
0 , 1/h

B
0 ) if g(i) = B

(28)

where mA
0 can be either equal to mB

0 or not.
For the sake of the exposition, let’s suppose that individual i belongs to

group A and individual j belongs to group B. Their talents are respectively ηi
and ηj . We deliberately make no assumptions about their relationship: i could
be more talented than j, j could be more talented than i, or both could be
equally talented. However, assume that, for any reason, mA

0 > mB
0 , so that the

evaluator initially believes that, in expectation, the talent of an individual from
group A is greater than that of an individual of group B. This belief might be
well founded or not.

5.1 Wages

As we have seen, under Bayesian learning, the wages of two individuals i and j
will converge to their true talents:

wi
t

t→∞−−−→ ηi (29)

wj
t

t→∞−−−→ ηj (30)

Bayesian markets will correct any misplaced beliefs of any initial precision over
time provided enough information -even if the beliefs are initially conditioned
on the group characteristic.

On the other hand, under confirmatory biased learning, the wages for those
two individuals will converge to:

ŵi
t

t→∞−−−→ mA
0

(
hA0

hA0 + hε

)
+ ηi

(
hε

hA0 + hε

)
(31)

ŵj
t

t→∞−−−→ mB
0

(
hB0

hB0 + hε

)
+ ηj

(
hε

hB0 + hε

)
(32)
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That is, initial beliefs mA
0 ,m

B
0 based on group characteristics will remain as a

determining factor of the long run wage. More specifically, candidate i’s equilib-
rium wage will be a combination of his individual talent ηi, and the evaluator’s
conditional prejudice mA

0 over group A, weighted by the “entrenchment” of her
prior hA0 relative to the signal precision. Candidate j’s wage might be different
from candidate i’s because of differences in any of those three factors.

5.2 Inter-Individual Wage Gap

An important part of public discussion about gender wage fairness revolves
around the wage gap between the two groups. Define the Inter-Individual
Wage Gap as the difference between the wage of two given individuals. In
Bayesian markets:

Inter-Individual Wage GapBayes
i,j ≡ (wi

t − w
j
t )

t→∞−−−→ (ηi − ηj) (33)

In Bayesian markets, the inter-individual wage gap converges to the inter-
individual talent gap.

However, under confirmation bias (assuming for simplicity that initial pre-
cisions hg0 for all groups g are equal), the following proposition holds:

Proposition 11. In a confirmation biased market with conditional priors mA
0 ,m

B
0

with hA0 = hB0 = h0,

Inter-Individual Wage GapInterp
i,j ≡ (ŵi

t − ŵ
j
t )

t→∞−−−→ h0
h0 + hε

(mA
0 −mB

0 ) +
hε

h0 + hε
(ηi − ηj)

When markets are confirmation-biased, with priors conditional on group
attributes, the inter-individual wage gap is a weighted average of the inter-
individual talent gap (ηi − ηj), and the inter-group prejudice gap (mA

0 −mB
0 ).

This distinction is important: considerable part of public discussion seems to
rush to conclusions that group differences in wages are mainly the product of
an inter-group prejudice gap, dismissing that there might be differences in the
composition of individual talents between the compared groups. On the other
hand, if markets learn with confirmation biases, a wage gap does reflect some
degree of a group-based prejudice gap (mA

0 −mB
0 ) if mA

0 6= mB
0 and h0 > 0.

The weights in the average are given by the relative strengths of the prior-to-
signal precisions. Relatively high h0 (stronger a priori convictions about initial
beliefs) leads to a greater influence of the inter-group prejudice gap (mA

0 −mB
0 ).

Conversely, higher hε (better chances to convey information through less noisy
signals) moves the long-run wage gap closer to the inter-individual talent gap
(ηi− ηj), reducing the importance of the inter-group prejudice gap (mA

0 −mB
0 ).

Unless markets are not affected by confirmation bias, it seems precipitous to
entirely attribute a wage gap to either a prejudice gap or a talent gap. The
prior-to-signal relative precision will dictate the strength of the correspondence
between the observed wage gap and either of those two components.
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5.3 Intra-Individual Retribution Bias

What ultimately matters, at least from a standpoint of efficiency, is not the
comparison between the wages of two individuals, but the deviations of the
individual wage from the individual talent itself. In the limit, this is measured by
the Retribution Bias, the distance of paid wage from real talent η (since effort
ultimately shrinks to zero). The long run Retribution Bias for each individual
converges to:

Retribution Biasi
t→∞−−−→ hA0

hA0 + hε
(mA

0 − ηi) (34)

Retribution Biasj
t→∞−−−→ hB0

hB0 + hε
(mB

0 − ηj) (35)

We can see that even if two individuals are equally talented (ηi = ηj), they
might face different degrees of retribution bias (wages departing from their own
productivities due to confirmation bias) because of differences in: a) group-based
prejudices mA

0 ,m
B
0 , and b) in degrees of “conviction” hA0 , h

B
0 . In short, unless

h0 = 0 or m0 = η, interpretive learning generates persistent Retribution Biases
of differing magnitudes for different individuals, depending on the parameters
of the conditional initial beliefs about group-based distributions.

5.4 Retribution Bias Gap

Given that two individuals who belong to two different groups can be unequally
disadvantaged by different magnitudes of retribution bias, we can consider who
is more disadvantaged, and to what degree. Define the Retribution Bias
Gap(i, j)≡ Retribution Biasi −Retribution Biasj . This gap measures the rela-
tive advantage or disadvantage individual i has due to the existence of confir-
mation biases relative to other individual j. Again, assume hA0 = hB0 = h0 for
simplicity. Then:

Retribution Bias Gap(i, j)
t→∞−−−→ h0

h0 + hε

[
(mA

0 −mB
0 )− (ηi − ηj)

]
(36)

Who is retributed more unfavorably by a confirmatory-biased market? A posi-
tive Retribution Bias Gap(i, j) means that individual i, who happens to belong
to group A, is retributed more favorably by a confirmatory biased market than
individual j, who happens to belong to group B. This relative advantage in retri-
bution biases is determined by three components. First, the difference in initial
beliefs, or the prejudice gap (mA

0 −mB
0 ). The more favorable the prejudice for

group A relative to group B, the more advantaged by the confirmation bias is
individual i relative to j, given that i belongs to a group more esteemed than
the group to which j belongs. Second, the relative prior to signal precision acts
as an amplifying factor that magnifies or shrinks this advantage. The greater
the “conviction” of beliefs, the larger the relative advantage of one individual
compared to the other becomes. Third, there is an inverse relationship with the
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inter-individual talent gap (ηi− ηj), such that the more talented i is relative to
j, the more unfavorable is retribution bias for i relative to j. Ceteris paribus,
regardless of j’s talent, if i is more talented, given initial beliefs mA

0 , a con-
firmatory biased market will retribute i less than proportionally for his talent
increase. For each unit of talent increase, his interpretive wage will increase only
by h0

h0+hε
< 1. Since i “loses” a fraction hε

h0+hε
of his talent in his retribution,

the presence of confirmation bias marginally damages i more than j.
In short, the presence of confirmation bias in a competitive labor market

damages relatively more individuals who: a) belong to a group with a worse
prejudice (mg

0), and b) are more talented (ηi), and c) the damage becomes
larger as the initial conviction is stronger (hg0).

This analysis suggests that if we are to engage in a discussion about the
unfairness of confirmation biases in the retribution to labor, a measure to assess
the relative unfairness that is more appropriate than the Inter-Individual Wage
Gap (widely used in public discussion) would be a measure of Retribution Bias
Gap, since it takes into account only the deviations from the underlying talent.
In other words, the Retribution Bias Gap is orthogonal to the inter-individual
talent gap, and therefore controls for any variation in that dimension. The
inter-individual wage gap, insofar is correlated with talent gaps, might be a
confounding measure of the effect prejudices.

6 Conclusions

In this work, we have posited a model of strategic interaction between an in-
terpretive, confirmatory-biased evaluator and a candidate who can partially in-
fluence the information the evaluator gets to see and interpret. We found that,
as in the case of a Bayesian evaluator, an agent facing an interpretive evaluator
will in fairly broad conditions always exert a strictly positive level of effort to
influence the signals. In addition, the optimal level of effort decreases over time,
since it results harder to change beliefs when those are based on greater amounts
of a previous body of information -regardless of whether learning is interpretive
or not.

Nonetheless, a major difference is that while a Bayesian evaluator converges
in his beliefs to the true value of η, an interpretive evaluator never converges
in her beliefs to the true value of η if h0 > 0. In other words, regardless of
the number of signals received, her prejudice m0 will have a strictly positive
weight in the posterior belief, even in the limiting distribution. This has a cor-
respondence to the “perseverance of initial beliefs” pointed out by Anderson,
Lepper, and Ross (1980). We have highlighted that, whereas the dynamic ineffi-
ciencies of reputation building in Bayesian markets stated by Holmstrom (1999)
are self-correcting, confirmatory biased markets, because of that perseverance,
feature a new source of inefficiency that is of permanent nature. Because of the
self-enforcing interpretation process, the convergence is attained at exponential
speed (at rate 2t), which takes place faster than the Bayesian evaluator’s con-
vergece (at a linear rate t). Therefore, not only does the confirmatory-biased
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evaluator converge to beliefs that are off the true talent; she also reaches that
biased stationary state faster.

The two key parameters that govern where the interpretive posterior will
be located between the prior m0 and the true talent η are the prior and signal
precisions h0 and hε. A typically interesting situation arises when the evaluator
has deeply entrenched beliefs about the type η, highly concentrated around her
initial prior m0 with a low variance σ2

0 (high h0). Those conditions are especially
difficult for the candidate who hopes to move the evaluator’s belief at his true
type η, since the evaluator will place a relatively high weight to her prejudice
m0 in her asymptotic belief. One possible solution to reduce the bias and
improve the fairness of the evaluation (and hence the candidate’s retribution) is
to design alternative signaling mechanisms that feature larger signal precisions
hε, which by making inference clearer, will induce the evaluator to rely more on
the information, ultimately moving her beliefs closer to η. However, it remains
a very gloomy result that, for any h0 > 0, or hε <∞, the candidate is not able
to erase the effect of the initial belief, even with his optimal signalling played
infinite times.

Regarding the retribution to talent, we have seen that given that an inter-
pretive evaluator has a permanent bias, there will in turn be persistent biases
in the retribution to talent. Specifically, the long run retribution bias will be
equal to h0

h0+hε
(m0 − η). The long-term retribution bias increases in the initial

bias (m0 − η) and in the prior to signal precision h0/hε.
We have also provided a framework to analyze differences in retribution

biases between individuals who have an observable characteristic (which may
correspond to a “group” or social category they belong to). By explicitly identi-
fying the inter-individual talent gap and the initial prejudice differences between
groups, this work can hopefully shed some light to the ongoing debates about
inter-group differences in retribution to labor. First, we examined how a plain
wage gap (a measure often referred to in public discussion) conflates two dif-
ferent factors contributing to wage differences: inter-group prejudice gaps and
inter-individual talent gaps. Since this measure does not control for variations
in inter-individual talent differences, no conclusions can be made from a mere
observation of inter-individual wage differences about the effect of group-based
prejudices in confirmation biased markets, unless additional information is con-
sidered. We have provided an alternative measure, the Retribution Bias Gap,
which considers instead the deviations from talent of different individuals, and
compares the lenghts of those deviations. By orthogonalizing the measure from
the talent dimension, the source of confounding is removed, providing a more
robust indicator of retribution deviations from talent due to inter-group differ-
ences in prejudices.

If human learning process features confirmation bias and if we are to reduce
retribution biases, a mathematical analysis of this problem can shed light to the
discussion about possible solutions. To begin with, it seems very challenging
to erradicate our initial bias (m0 − η). We all may have initial views and
expectations m0 about unobserved attributes such as ability. Since the true
talent η is unobservable in the first place, we will likely not know whether
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moving our initial belief m0 would get us closer to η. Nonetheless, we can hope
to act on at least two levels, by working on the remaining components of the
asymptotic bias. First, we can attempt to reduce h0, the entrenchment of our
initial beliefs. The sole awareness of the possibility and pervasiveness of our
cognitive vulnerabilities will make us more willing to grant a higher variance
to our initial views. A second way to reduce our biases is by improving the
signal precision hε. The effects of confirmatory learning can be mitigated as the
information we get exposed to is less ambiguous and more precise. However,
as we have seen, even if we improve our signalling mechanisms, a final bias will
likely remain, whenever h0 > 0. These solutions are far from perfect, and more
research will be needed to find more effective ways to minimize confirmation
biases in our learning process, and therefore in the market retribution to talent.

Though this work hopefully sheds light and provides an analytical framework
for the discussion about retribution to talent and fairness, the model presented
here has limitations worth mentioning. First, we have adopted a very specific
functional form to model confirmation bias, based on the continuous version of
FHJ (2013). We should note that this is a “mild” confirmation bias model, in
which, as information grows, beliefs move closer (though not sufficiently) to the
true talent. Therefore, the initial bias (and so the degree of polarization between
two observers with different initial beliefs) is reduced with information. This is at
least debatable considering the aforementioned evidence from Social Psychology
studies showing that opposing initial beliefs diverge even in the presence of
the same body of information, and in light of the recent polarizing trends in
political and social worldviews. Our “mild” confirmation bias process, though
highly useful to derive insights because of its tractability, may be replaced by
other “stronger” confirmation bias models, with polarizing long run equilibria.
However, we have found that sustained under-retributions to talent are likely to
emerge and persist over time even under mild confirmation biased learning. If
anything, stronger confirmation-bias processes will most surely exacerbate this
result.

Finally, in this work we have indeed adopted a very important assumption:
that the individual talents ηi do not change over time. This is a strong assump-
tion, and it might well be the case that individuals and candidates are able learn
and improve their talents over time. If talents change over time, we expect that,
because in confirmatory biased markets an increase in talent leads to a subpro-
portional increase in the long-run retribution to talent, unfavored individuals
will need to “over-increase” their talent to offset the initial group prejudice to
achieve the level of retribution that would have been fair in the first place. How-
ever, given this latter increase in talent, the retribution would be again lagging
behind, so that retribution fairness would not be attained. Additionally, if tal-
ent building is a time-consuming process, by the time talent is improved the
evaluator would have more entrenched beliefs -with higher precision- given all
the belief updating already in place. So, if learning takes time, because time
is exponentially valuable in confirmatory biased markets, incentives for learn-
ing, training, and improving job-related skills might be especially eroded under
confirmatory biased evaluation of talent.
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Appendix

Proof of Proposition 8

Recall that in the Bayesian case,

αt =
hε

h0 + t hε

t→∞−−−→ 0

which occurs at velocity of convergence t.
On the other hand, in the confirmatory biased case,

αt =
hε

2t(h0 + hε)− hε
t→∞−−−→ 0

so that the velocity of convergence is 2t.
We have shown that the interpretive effort decays to zero faster than the

Bayesian effort. We now evaluate if there exists any t̄ such that ∀t < t̄, a∗∗t > a∗t .
This occurs if and only if:

α̂t

αt
> 1

h0 + t hε
2t(h0 + hε)− hε

> 1

2t(h0 + hε)− hε
h0 + t hε

< 1

2t(h0 + hε)− hε < h0 + t hε

(2t − 1)(h0 + hε) < thε

(2t − 1)

t
<

hε
h0 + hε

As we have seen, the interpretive effort decays faster than the Bayesian effort,
so we are interested in whether there exists a t̄ in the vicinity of t = 0. Hence,
to make t as small as possible, we take the limit as t→ 0:

lim
t→0

(2t − 1)

t
= ln(2)

This gives us the following conditions for the existence of t̄:
If hε

h0+hε
> ln(2), ∃t̄ such that∀t < t̄, a∗∗t > a∗t

If hε

h0+hε
< ln(2), a∗∗t < a∗t∀t

In other words, the signal precision should be sufficiently high relative to the
prior precision to induce enough incentives for the candidate to exert effort in
the face of a confirmatory biased evaluator.

�
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